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Formation of virtual ordered states along a phase-decomposition path

Long-Qing Chen and A. G. Khachaturyan
Department of Mechanics and Materials Science, Rutgers University, Piscataway, New Jersey 08855

(Received 29 April 1991)

The temporary appearance of a virtual ordered phase during a decomposition reaction is discussed in
terms of thermodynamics and illustrated by a computer simulation that simultaneously describes or-
dering, clustering, and coarsening. It is particularly sho~n that the virtual ordered phase may tem-
porarily appear within a miscibility gap during the decomposition of a homogeneous disordered phase
into a mixture of two disordered phases. In such systems, an ordered phase existing along the inter-
faces between the two equilibrium disordered phases proves to be thermodynamically stable at low
temperatures and an interfacial order-disorder phase transition is predicted. The possibility that the
ordered phases observed in epitaxial layers of ternary and quaternary III-VI compound semiconductors
and SiGe could be virtual phases is discussed.
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FIG. 1. Schematic dependence of the free energies of ordered
(thin line) and disordered (thick line) phases on composition.

An isostructural decomposition of a disordered phase
into a mixture of two disordered phases within a miscibili-
ty gap of an equilibrium phase diagram is one of the sim-
plest solid-state transformations in materials. It is gen-
erally believed that during an isostructural decomposition,
only atomic clustering can occur. Inside the spinodal
curve, atomic clustering results in development of solute-
poor and solute-rich phase regions until their compositions
reach the equilibrium ones determined by the equilibrium
phase diagram. It will be shown below that this is not
necessarily always the case. Ordering and disordering
transitions may accompany the atomic clustering, which
results in one of the two phases temporarily having an or-
dered structure prior to formation of two equilibrium
disordered phases. We will call such ordered phases "vir-
tual" ordered phases.

Thermodynamically, virtual ordered states are expected
when some segments of their free-energy curves lie below
the corresponding segments of the free energy of the as-
quenched disordered state. This situation is schematically
illustrated by Fig. 1 where the free energies of the disor-
dered and ordered phases are plotted as a function of com-
position. The free energy of the ordered phase describes a
dependence of the free energy minima with respect to the
long-range order (LRO) parameter on composition. As
shown in Fig. 1, free energies of an ordered single phase

between compositions C' and C" are lower than those of
the disordered state at the same compositions, but they
are above the common tangent line describing the free en-
ergy of a mixture of two equilibrium disordered phases.
Kinetically, however, virtual ordered states should be re-
vealed during decomposition since ordering always occurs
much faster than the competing decomposition process
whose diff'usional length is much longer.

To illustrate the sequence of the structural transforma-
tion in a system characterized by the free energy depicted
in Fig. 1, we employed a computer simulation technique
based on the microscopic kinetic theory, '

dht(r~t) g ( g) SFdt; bn(r, t)
where n(r, t) is the occupation probability for the solute
atom 8 to be at a crystal lattice site r at the time t,
Lo(r —r') is the matrix of kinetic coefficients whose ele-
ments are probabilities of an elementary diff'usional jump
from site r to r' during the time unit, and F is the total
free energy of the system. This kinetic equation particu-
larly describes decomposition in a prototype system with a
miscibility gap which is considered below. Its main ad-
vantage is that it describes automatically all important
processes such as clustering, ordering, antiphase domain
boundary (AP8) migration, and coarsening.

Equation (1) is solved in the reciprocal space using the
Euler method. Diffusion jumps are allowed only between
nearest-neighbor lattice sites and we assume that the
jumping probability over a unit of time (e.g. , 1 s) is a con-
stant (Li). Reduced time is then measured in terms of
typical time of an elementary diA'usion event, i.e.,

Lit, where t is a real time. The solution to Eq. (1)
gives the occupation probability on each lattice site, which
contains all the information concerning atomic structures
and morphologies of a system.

It is emphasized that the main feature of a prototype
system under consideration, which predetermines its ki-
netic and thermodynamic behavior, is the dependence of
the free energy on composition shown in Fig. l. In this
respect, any free-energy model which provides such a
dependence can be utilized to describe the decomposition
kinetics. Particularly, we use the mean-field free energy
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which is the simplest microscopic model resulting in a
free-energy curve geometry shown in Fig. l.

We consider a particular model binary alloy in a two-
dimensional (2D) square lattice with the following set of
interchange energies: 8'~ =0.75 eV, 8'2 = —0.8 eV,
8 3

—0.60 eV, 8'4 = —0.5 eV, 8'5 = —0.20 eV, where
W( Wz W3 W4 and Ws are the first-, second-, third-,
fourth-, and fifth-neighbor eA'ective interaction energies,
respectively. The equilibrium state of the particular mod-
el system is a disordered phase at high temperatures and a
mixture of two disordered phases at low temperatures as
shown by the phase diagram in Fig. 2. In the phase dia-
gram, T* is the reduced temperature, kgTI( V(0) (, where
V(0) is the value of V(k), the Fourier transform of W(r),
at k =0, and ktt is the Boltzmann constant. The thick line
is the equilibrium phase boundary describing the miscibil-
ity gap, and the dotted line is the spinodal line. An impor-
tant feature, which predetermines the free-energy depen-
dence shown in Fig. 1, is an existence of a congruent
order-disorder transition line which lies below the spino-
dal and is shown by a dot-dashed line. This line actually
has nothing to do with the equilibrium diagram, but it
characterizes free energies of nonequilibrium states. The
existence of such a congruent order-disorder transition
line dramatically aH'ects the decomposition kinetics of a
disordered phase into two disordered phases. It results in
occurrence of a virtual ordered phase during an iso-
thermal decomposition preceding the formation of the
equilibrium mixture of two disordered phases.

For the computer simulation, two specific compositions
within the two-phase field are selected to demonstrate the
formation kinetics of virtual ordered phases along the
decomposition path. They are shown by points a and b in

Fig. 2. For both cases, the starting as-quenched state is a
completely disordered alloy with every lattice site having
an occupation probability equal to the average composi-
tion with a small random perturbation. The "aging" tem-
perature is T* =0.11. Free energies for both the ordered
and disordered phases at the aging temperature are plot-
ted in Fig. 3 as a function of composition. The computer
simulation cell consists of 64x64 real space unit cells.
Periodic boundary conditions are applied in both direc-
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FIG. 3. Free energies of ordered and disordered phases at the
reduced temperature T*=0.11. The thick line represents the
free energy of the disordered phase and the dotted line repre-
sents the free energy of the ordered phase. C, and C ~ are equi-
librium compositions. C' and C" are branching points between
which the free energy of an ordered phase is lower than that of a
disordered phase. p is the chemical potential, C is the composi-
tion, and F is the Helmholtz free energy normalized by V(0).

tions. The temporal morphological evolutions are shown
in Figs. 4 and 5 in which the occupation probabilities are
represented by gray levels. The higher the occupation
probability is, the darker the gray level. However, in both
Figs. 4(a) and 4(b), contrast has been exaggerated be-
cause of the small concentration inhomogeneities at the
initial state of decomposition.

Composition c = 0.175. This composition is shown as
point a in the phase diagram. For this composition, the
isothermal aging starts from a slow isostructural spinodal
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FIG. 2. Phase diagram of the model system. The thick line,
dotted line, and dot-dashed line represent the miscibility gap,
spinodal, and congruent order=disorder transition lines, respec-
tively. T* is the reduced temperature and c is the composition.

FIG. 4. Temporal evolution of occupation probabilities for an

alloy with a composition c =0.175. (a) t* =370; (b) t =460;
(c) t* =470; (d) t* =800. Different values of occupation prob-
abilities are represented by gray levels. The completely dark
gray level represents n(r) = l.0 and the completely white gray
level represents n (r) =0.0.
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FIG. 5. Temporal evolution of occupation probabilities for an
alloy with a composition c =0.25. (a) t* =5.0; (b) t* =25; (c)
r* =100; (d) r* =800. The representation of occupation proba-
bilities is the same as Fig. 4.

decomposition. Shown in Fig. 4(a) is a morphology dur-
ing the decomposition at time t* =370. Unlike usual spi-
nodal decomposition in which both phases change their
compositions without any crystallographic symmetry
changes, the solute-rich phase here undergoes an ordering
transition caused by the composition change towards its
solubility limit. The region where this process occurs is
shown in Fig. 4(b) (t =460). At t* =470 the system al-
ready consists of a mixture of the solute-rich virtual or-
dered phase which appears as spherical precipitates and
the solute-poor disordered phase which appears as a ma-
trix [Fig. 4(c)]. Further aging of the two-phase mixture
leads to the disappearance of the virtual ordered phase.
The microstructure of the resultant equilibrium two-phase
mixtures, is shown in Fig. 4(d) for time t* =800. It is in-
teresting to see in Fig. 4(d) that the boundary regions be-
tween these two equilibrium disordered phases stay or-
dered.

Composition c =0.25. This composition is indicated by
point b in the phase diagram. In this case, instead of iso-
structural spinodal decomposition of the disordered phase
expected from the equilibrium phase diagram, we have
here first a congruent ordering transition which produces
a virtual ordered phase, a nonstoichiometric ordered
single-phase state with the composition is approximately
the same as the initial disordered state. The virtual or-
dered phase contains antiphase domain boundaries
(APB*s) as shown in Fig. 5(a) at time t* =5.0. Decom-
position of the ordered single-phase produces the equilib-
rium disordered phase mainly along the APB's [Fig. 5(b),
time t* =25]. By time r* =100 the system is already a
mixture of the solute-rich virtual ordered phase and the
solute-poor disordered phase [Fig. 5(c)]. After prolonged
aging of this two-phase mixture, the virtual ordered phase

disorders and its composition reaches that of the equilibri-
um solute-rich disordered phase [Fig. 5 (d), time
t* =800]. The boundary regions between these two equi-
librium disordered phases, however, stay ordered.

Above computer simulation for an idealized 2D binary
alloy clearly demonstrates that virtual order may occur
and later disappear during isothermal aging even if the
equilibrium phase diagram dictates decomposition of the
disordered phase into two disordered phases. The above
considered model system displays two interesting sequence
of phase transformations: (i) isostructural decomposition

virtual ordering (when a composition of solute-rich re-
gions attains the critical composition of the congruent or-
dering described by a dot-dashed line curve in Fig.
2) decomposition into ordered+disordered two-phase
mixture disordering of the virtual ordered phase; (ii)
congruent ordering resulting in the virtual ordered
phase decomposition into ordered+disordered two-
phase mixture~ disordering of the virtual phase.

Another interesting phenomenon which was discovered
during the course of this investigation is an order
=disorder transformation at interfaces which is manifest-
ed by an occurrence of layers of a stable ordered phase on
interfaces between two equilibrium disordered phases
[Figs. 4(d) and 5(d)]. This can be easily understood if we
examine the free-energy curves in Fig. 3. As shown in

Fig. 3, the free energy of the ordered phase is lower than
that of the disordered phase within a concentration range,
[C',C"], located between the two equilibrium concentra-
tions C and C,-. A homogeneous alloy with a composi-
tion within the range [O', C"] cannot be at equilibrium
since its free energy is higher than that of a mixture of
a'+a" phases. This is, however, not the case at bound-
aries where the composition is forced to assume all inter-
mediate values between C, and C, . The composition
profile at boundaries, therefore, includes compositions
within the range, [O', C"], where the ordered phase is

more stable than the disordered one. Therefore, ordering
in these regions can be predicted from the thermodynam-
ics as well. Increase in temperature above the congruent
ordering line would result in an interfacial disordering.
Therefore, an order=disorder transition at interfaces in

an equilibrium mixture of two disordered phases can be
observed upon heating or cooling the alloy across the
congruent order=disorder transition temperature.

The conclusions drawn above from the thermodynamic
analysis and a computer simulation of the kinetics for an
idealized model are quite general. They are applied to
any real system whose free energy has a similar geometry
as that shown in Fig. 1. A simplified 2D model system,
discussed here, is just a convenient simple example of a
prototype system illustrating this behavior. The model,
however, has an advantage that the kinetics and thermo-
dynamics can easily be analyzed quantitatively. It is em-
phasized that some observed phenomena might be inter-
preted in terms of virtual ordering. For example, ordering
occurs in molecular-beam-epitaxy grown epitaxial layers
of ternary and quaternary III-V compound semiconduc-
tors which otherwise decompose into two disordered
phases when they are grown at more equilibrium condi-
tions, e.g., from the melt. It was concluded that the ex-
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istence of LRO in such systems is not thermodynamically
favorable, at least in Ga In~ — P. Therefore, the ob-
served ordered phases may be regarded as virtual phases.
We would also like to note that there is a reason to believe
that ordered structures observed in thick and unstrained
epilayers of the SiGe semiconductor alloy grown at about
400'C (Ref. 5) (the aHoy is supposed to undergo an iso-
structural decomposition ) are virtual ordered phases of
this kind. This is also consistent with the fact that SiGe
grown at a higher temperature (about 600'C) does not
order. Such a behavior could be explained if the
congruent order-disorder transition line in SiGe is some-
where between 400 and 600 C.

In summary, our computer simulation clearly demon-
strates that even for the case of an isostructural decompo-
sition of a quenched disordered phase into two disordered

phases, ordering and disordering transition may occur
during decomposition. Depending on the aging tempera-
ture and the average composition of the quenched disor-
dered phase, a virtual ordered phase may appear at the
very beginning or at the intermediate states of a decompo-
sition. It is shown that in such systems an interfacial
order-disorder transition should occur by heating and
cooling a mixture of two disordered phases across the
low-temperature congruent ordering line.
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