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The eft'ective-medium approximation for particle transport on lattices with random traps is general-
ized to include weighted initial conditions. It is argued that an inhomogeneous term must be included in

the generalized master equation. We provide results for d-dimensional lattices with random traps and
uniform bias fields. The effective-medium-approximation results in one and two dimensions are com-
pared with numerical simulations for selected moments up to fourth order, and for the conditional prob-
ability distribution. Good agreement between theory and simulation is found; this confirms the necessity
of including an inhomogeneous term and provides an accurate procedure for other models of transport
in disordered media.

I. INTRODUCTION

This article will be devoted to the investigation of a
generalized effective-medium approximation (GEMA) for
hopping transport of particles in lattices with random site
energies, commonly called random-trap models (RTM).
We employ the effective-medium approximation to obtain
an average description of transport in those random sys-
tems. A wealth of exact results is available for the RTM
and other lattice models of disorder in one dimension, for
reviews, see Refs. 1 —3. In higher dimensions, exact re-
sults are scarce and hence approximations are needed.
The main incentive of this work is the problem of the
proper inclusion of the initial conditions, and the aim is
to develop a generalized effective-medium approximation
for a case where the initial conditions are important.

The typical effective-medium type averaging pro-
cedures use uniform initial conditions, i.e., the particle
starts at each site with equal probability. If stationary
states are used to describe the initial conditions, quite
often the situation arises that the initial conditions are
functions of the random transition rates. Hence the ini-
tial conditions are themselves random variables and they
must be treated carefully in the averaging procedures. A
case in point is the random-trap model where the transi-
tion rates out of a given site are random variables but are
the same in each direction. The site occupancies in the
stationary states are inversely proportional to the transi-
tion rates out of the sites. Another case is the random-
barrier model (RBM) with a bias field in one direction.
There is an increased probability of finding the particle
sitting before a high barrier, as a consequence of the ap-
plied drift field. In this article we restrict our treatment
to the RTM in a bias field in one and higher dimensions.

Without bias, the mean-square displacement of a parti-
cle in the RTM is a strictly linear function of time in all
dimensions d when equilibrium initial conditions apply.

Further exact results for the moments of the displace-
ment in the RTM without bias were obtained by Den-
teneer and Ernst in d = 1, 2, and 3. Exact results on the
velocity autocorrelation function of the RTM, including
bias were deduced in 0= 1 by Lehr, Machta, and Nelkin.

The description of particle transport in disordered sys-
tems by an effective medium is usually made in the form
of a generalized master equation. We will point out the
necessity of introducing an inhomogeneous generalized
master equation, in the generic case of nonuniform initial
conditions. The inhomogeneous term can be derived by
the projection-operator method ' and we show that it is
directly related to the initial conditions. Projection-
operator methods were applied to the average description
of particle transport in disordered lattices by Klafter and
Silbey. However, they omitted the inhomogeneous term
in their derivations.

The projection-operator method gives the general
structure of the resulting disorder-averaged master equa-
tion, it is not a practical method of explicitly performing
the averages. A practical method of deriving disorder-
averaged equations for conditional probabilities and re-
lated quantities is the effective-medium approxima-
tion. ' '" Guided by the general results of the projection-
operator method, in Ref. 12 a generalized effective-
medium approximation was outlined where nonuniform
initial conditions were incorporated in an inhomogeneous
term. The procedure was then demonstrated on the
RTM including bias fields. In this article a more detailed
account of these derivations for the RTM will be given,
including the comparison with numerical simulations of
the RTM. We emphasize that the comparison with the
numerical simulations is important to assess the validity
of the approximations made in the effective-medium
description. Our derivations will not be directly corn-
pared with real experiments. We will discuss, however,
the general relation of our derivations to different types
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of experiments with diferent initial conditions. This will
be done in the conclusion.

There are other prototype models of lattices with
disordered transition rates. Each model has its own sim-
plicities and difhculties, this pertains when drift is includ-
ed. Hence we restrict the derivations in this article to the
RTM including drift. A subsequent publication will ad-
dress the random-barrier model. '

II. PRO JECTION-OPERATOR RESULTS
FOR THE GENERALIZED MASTER EQUATION

—b r„P(n, t;m, o)],
where P(n, t;m, O) is the conditional probability of the
particle being at site n at time t, when it started at site m
at time 0. The variable e denotes the nearest-neighbor
unit vectors. The bias field is parametrized by the vari-
able b; for b ) 1, the transition rate increases in direc-
tion e; and for b & 1 it decreases. We introduce the sym-

metry b =b
If there is no bias, b =1, Eq. (1) has the steady-state

solution given by

1

I „yr„-' (2)

The sum extends over the N =L" lattice sites. If the lat-
tice is large, then

yr„-'yX ( I -'),
where the angular brackets denote the average over all
realizations of the random transition rates. The steady-
state solution Eq. (2) is also valid for the case of bias,
when periodic boundary conditions are imposed on the
hypercubic lattice.

Of course, the set of master equations, Eq. (1), cannot
be solved for a macroscopic lattice. One is interested in
the average behavior of a particle, in different realizations
of the random lattice. Hence equations for the disorder-
averaged conditional probability are required. The

We first define the random-trap model to have a
specific model as the basis for further discussions. The
RTM is defined by a set of random transition rates II „I
where I „ is the transition rate of a particle from the lat-
tice site n to any of its neighbor sites. We consider d-
dimensional cubic lattices of length L in each direction
and n&ZL where ZL is the set of integers I 1,2, . . . , L ].
Without the introduction of a bias, the transition rates of
the RTM possess site symmetry. We assume that the I „
are independently distributed and selected from a proba-
bility distribution p(I ). We further assume that all (also
the inverse) moments of p(I ) exist.

The transport of a particle on this model, including
bias, is described by the set of Markovian master equa-
tions,

dP(n t m 0)
+~b p p( +~ 0)

dt + n etm,

projection-operator method provides a general scheme
for the derivation of equations for disorder-averaged
quantities. For a review of the projection-operator
method, see Haake or Grabert; the application of this
method to hopping transport of particles in disordered
lattices was made by Klafter and Silbey.

The projection-operator D for the problem of transport
in disordered lattices is defined as the ensemble average
over the set of disordered (quenched) transition rates.
Applied to a quantity 2, it is given by DA = ( A ). The
projection onto the orthogonal space is denoted by
(I D) w—here I is the unit operator. The master equa-
tion, Eq. (1), is symbolically written as

dP
dt

(4)

where P is a vector whose components are the condition-
al probabilities and L is a matrix containing the set of
disordered transition rates. By application of standard
procedures of the projection-operator method ' the
master equation can be brought into the form

III. GENERALIZED EFFECTIVE-MEDIUM THEORY

A. The Green function

In this section we develop the effective-medium
description of the RTM. This model is defined by a set of

=(L)(P(t))
dt

+ I dt'K(t t')(P(t'—))+I(t) .
0

The kernel is given by the disorder average

K(t —t') = (L exp[(I D)L(t —t—')](I D)L ), —(6)

and the inhomogeneous term is given by

I(t) = (L exp[(I D)Lt ](I—D)P(—0) ) .

It is evident from the derivation of the generalized master
equation by the projection-operator technique that an in-
homogeneous term is present in the general case; only
when (I D)P(0) =0,—does the inhomogeneous term van-
ish. This is the case for uniform initial conditions which
are equilibrium occupation probabilities, e.g. , for the
RBM without an external drift field. In the case of the
random-trap model

IP (0)WDP (0);
when P(0) is chosen in accordance with the stationary
solution. This means when a specific site (say, n=O) is
chosen as the initial one, its occupation is determined
from the stationary solution. IP(0) leaves the occupancy
of a specific site unaltered while DP(0) averages it out.
We note that Klafter and Silbey omitted the inhomo-
geneous term, although they refer to the model with ran-
domly blocked sites where the initial conditions are cer-
tainly nonuniform. In this work it will be verified for the
RTM that inclusion of the inhomogeneous term leads to
consistent results for the appropriate conditional proba-
bilities.
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transition rates I I „I. I „is the transition rate from site n
to any of its nearest-neighbor sites. Without bias, this
model possesses a site symmetry that is depicted in Fig.
1(a) for d= 1; namely, there is no tendency for the parti-
cle to jump toward or away from any of its neighbors.
The addition of a bias field is shown in Fig. 1(b); the par-
ticle now tends to jump in a particular direction and mi-
grates toward regions where the potential is lower.

The master equations governing this process are al-
ready presented and discussed in the previous section.
For simplicity we restrict the derivations to the linear
chain, square lattice, simple-cubic lattice, etc. , but the
procedure given below is general enough to be applied to
other Bravais and non-Bravais lattices. We chose to bias
the particle's migration along the x axis, i.e., b =b & 1

and b =b ', otherwise b, = 1 for eAx.
We take our ansatz for the systematic treatment of the

averaged quantities from the results of Sec. II. The ker-
nel IC(t —t') in Eq. (6) represents a time-dependent aver-
age transition probability; it is independent of the initial
conditions. Only the inhomogeneous term, therefore,
needs to be calculated using an appropriately weighted
initial condition. To separate the task of calculating the
average transition rate from the determination of the in-
homogeneous term, we distinguish between two different
quantities, that have different physical interpretations. '
The Green function is calculated by averaging the condi-
tional probability over the random rates with uniform in-
itial conditions. On the other hand, we define the
response function as the average of the conditional proba-
bility weighted by the initial conditions that correspond
to the stationary state.

We stress that the initial conditions are important in
calculating physical quantities; it is necessary therefore,
to carefully define the averaged functions and distinguish
between them in performing subsequent analyses.

The first aim is to find a self-consistent expression for
the average transition rate. This is performed by calcu-
lating the Green function. That is, we calculate the con-
ditional probability when an average is taken over the en-
semble of transition rates that are distributed over the
lattice, (P(n;t;m, O)) and the initial conditions for the
disorder-averaged conditional probability, or Green func-
tion, are the uniform occupation P(n, O;m, O)=5„ for
each realization of the set I I „I on the lattice.

Since the Green function is calculated using uniform
occupation of the lattice sites, the projection-operator
method yields no inhomogeneous term in the averaged
equation for (P(n, t;m, O) ). Thus, it is sufficient to deter-
mine the effective transition rates self-consistently from
the averaged conditional probability. The Green func-
tion is denoted as G„(t) and it obeys the homogeneous
generalized master equation. We assume that it is
sufficient to restrict the time-dependent average transi-
tion rates to nearest-neighbor transitions. The general-
ized master equation has then the form

dG (r) =I gr'QI (t —t')[b -, G„+-,(&')
dt 0

with the memory kernel I (t —t'). This kernel represents
the sum of the terms (L ) and K(t —t') of Eq. (5). The
factors b represent the overall bias which is explicitly
given in Eq. (1). Equation (8) is entirely solved in the
Fourier-Laplace domain for the space and time variables,
respectively,

G(k, s)=[s+I (s)f(k, b)] (9)

where the "form factor" f ( k, b ) is given by

f(k, b ) =2(d —1)+b+b ' &exp( ik,—)—
r r

—b 'exp(ik ) —2 g cosk (10)

FIG. 1. Sketch of potential that would yield transition rates

of the random-trap model by using an Arrhenius law. (a) Case

of no bias. (b) Uniform bias to the right.

The lattice constant has been taken as unity. Of course,
the approximate memory kernel I (r) or I (s) must be
determined self-consistently from a multiple-scattering
formalism or an embedding procedure. The latter pro-
cedures are equivalent to approximations of the
multiple-scattering expansions, ' but their analysis is
easier to realize. " We use the latter Inethod.

We choose a cluster of sites in the lattice that have
specified transition rates I „taken from p(I ). This clus-
ter is embedded into an effective medium composed of
transition rates I (r) between the nearest neighbors. The
conditional probability for this medium with the cluster
embedded in it will be designated by ( Ptn;m, )0and it
also has the initial condition P(n, t;m, O)=5„. For sim-
plicity we introduce the notation P(n, r ) =P(n, t, o, O) in
the rest of the article. The site m=o is designated as the
initial site, or origin.

For the RTM the transition rates from a site, n, in the
cluster to a site n' outside the cluster, will be the random
transition rate I"„;on the other hand, the transition rate
from site n' to n is I (t). The master equations for the
conditional probability are
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dP(n, t ) f dt'I (t t—')[(1 b,—„+,)b -,P(n+e, t') —(1—b,„)b,P(n, t')]
0

C

+6„+-,b -, I „+ P(n+e, t )
—b,„b,I „P(n, t )

6„ is a variable that is nonzero for sites with random
transition rates. We choose a single site cluster at n=o
hence A„=5„,.

It is convenient to write these equations in the form of
a pure effective-medium term and a term with differences
between the effective transition rate and the random tran-
sition rate. The extra terms are finite in number and they
are treated as an inhomogeneity in the infinite set of
integro-difT'erential equations. These equations are solved
by Fourier transforming the spatial coordinates and La-
place transforming the time variable; this leads to the re-
sult

P '(k, s)=G(k, s)P'(n=o, o)

+ [sG, (s) —1]P'(n=o, s) .
5I (s)
I (s)

The average of the conditional probability P '(k, s) over
the distribution p(I, ) yields the response function
F(k, s ). Equation (16) shows that the average of
P '(n=o, s) over the disorder is required. This average
can be evaluated along similar lines as indicated in the
previous subsection, some algebra and the use of the self-
consistency condition Eq. (14) are necessary. The final
result is

P(k, s ) =G(k, s )+ [sG(k, s )
—1]P(n=o, s ),5I (s)

I (s)
1+f(k, b )[I (s) —I ]/s

s+I (s)f(k, b)
(17)

where 51 (s)=I,—I (s). By inverse Fourier transforma-
tion an equation relating P(n=o, s ) to G, (s) is obtained:

I (s)G, (s)
P(n=o, s)=

1 (s)+5I (s)[1—sG (s)]
(13)

The average is now taken over the random transition rate
appearing in the embedded cluster. The condition is im-
posed that the average (P (o,s ) & is identical with the lat-
tice Green function G (s); this is the self-consistency con-
dition that determines the function I (s).

The result for the average transition rate is

5I (s)
I'[s[+6I'(s[[1—sG, [s[] l (14)

The ensuing transition rate is time dependent and is in-
dependent of the initial conditions chosen. Note that Eq.
(14) has the same form as for the RBM. To proceed fur-
ther, we require the response function.

B. The response function

We now consider the response function, F(n, t), which
includes the stationary initial conditions. To derive
F(n, t ) we use again the method of embedding a cluster of
sites (actually only one site) with specified transition rates
into an effective medium. We determine a modified con-
ditional probability P'(n, t ) using initial conditions which
correspond to the stationary solution Eq. (2).
Specifically,

This equation is equivalent to an inhomogeneous master
equation with the kernel E(k,s)=l (s)f(k, b) and the
inhomogeneity

I(k, s ) =f(k, b )[I (s) —I ]/s . (18)

The inhomogeneous term, in the site number representa-
tion is

I„(s)=g[b-,5„, b-,5„„+—-, j
e

This term is localized; it includes the initial state and its
nearest neighbors. The consequences of the inhomogene-
ous term on the behavior of the response function will be
apparent in the further sections.

C. Determination of the kernel

In later sections we want to give explicit results on the
moments, and on the Green and response functions them-
selves. We thus need the kernel 1 (s) of the eff'ective-

medium description, which is implicitly given by the
self-consistency condition Eq. (14). It is, of course, not
possible to completely solve for 1"(s) because it is a com-
plicated function depending explicitly on the Green func-
tion, which itself depends on I (s). We have, therefore,
expanded I (s) in a small- and large-s expansion using the
self-consistency condition Eq. (14). For large s we expand
in powers of 1/s,

P'(n=o, 0)= I
I

(15)
5) 52 631(s)=(r& 1+ + + +
s s2 s3

(20)

where I is a short notation for ( I '
&

'. Note that the
stationary solution is also applicable in the case of drift
when periodic boundary conditions are employed. The
equation obeyed by P (k, s) is similar to Eq. (12), with
one term modified,

The average transition rate is

(I &=(r, &;

the next three corrections to this are

(21)
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s, = —&sr'&F/&r&,

(22)

—F'(( r ) ( sr') +2( nr') —
& ar')'/( r )

+ ( sr'& /( r ) ),

s =&sr'&F'/&r&+(br')(2d+F )

5 = —F(2d'( nr' &'/( r ) +6d ( r ) ( nr') +4d ( nr') )

G, = K(~),2

~rr
Gi6 =—
FI"

2F&( —,, —,;2;F)
2I" F (F —4)

1 F IF I F (F 4)—

(31)

where 5I =I,—( I ) and the function F is given by

F=2(d —1)+b+b (23) I F (F 4)—
The expansion for small s reads

r(s) =r(1+@,s+y,s'+),s'+ ) . (24)

The average jump rate at long times is I =(1/I, )
Let

(25)

The next three corrections are then

Ti =K26i

y2 —K2G i +K262 —K3G i,2 2 2

) 3 —,'v2G& +vz(G~ Gz —2G
& ) +vzG j

3—2K36] 62 —2K2K36 i +K46 i
3

(26)

G& =G,(s), 62 = G, (s), G3 = G, (s) . (27)

In one dimension, the Green function used in Eq. (27) is
explicitly given by

The coefticients G, ,G2,63 are related to the Green func-
tion without a bias and I (s)~I and its derivatives eval-
uated at the values s = I"(b+b ' —2). They are given by

where F is defined in Eq. (23) and we set d=2. These ex-
pressions are evaluated in Sec. V when we compare the
GEMA to the Monte Carlo simulations.

We add a comment on the validity of the coefficients y,
of the small-s expansion of the kernel I (s). Lehr, Mach-
ta, and Nelkin devised an exact expansion scheme for
the calculation of the velocity autocorrelation function
(VAF). The VAF is related to the second moment of the
response function in the stationary situation, hence one
may express the VAF in terms of the kernel I (s) of the
GEMA and insert the small-s expansion of I (s). On the
other hand, one may use the technique of Ref. 6 to derive
the small-s expansion of the VAF exactly. Comparison of
the exact expansion with the expansion based on the
GEMA shows that the coefFicients y, and y2 are exact in
d=1. We did not proceed to higher orders, nor did we
compare the large-s expansions.

Finally, we note that the coefficients [ y, J diverge as
b ~1. The asymptotic terms at long time apply in a drift
dominated time regime, i.e., t ) td =2(b+b ')/
(b b') I (R—ef. 12). In the time regime between the
short-time and drift dominant expansions, i.e.,
1 ( I t ( I td, there is an intermediate time regime where
algebraic terms, such as powers of t ' in d= 1 are impor-
tant. For large bias, I td =1 and the intermediate regime
is not observed, but for small bias, the long-time regime
will not overlap with the short-time regime.

G, (s)=(s +4sI )

The coeScients 6i, G2, 63 are evaluated as

G = 1/( I lb —b '
I ),

G = —(b+b )/(r 'Ib —b 'I'),
G =[(b+b ') +2]/(r'Ib —b 'I') .

(28)
IV, NUMERICAL PROCEDURE

(29)

In two dimensions, the Green function without bias is
given by an elliptic function,

G, (s)= K2

~(s+4r)
4r

s+4I
(30)

For the definition of the elliptic function K, see Grad-
steyn and Ryzhik (Ref. 14, p. 709). The elliptic function
is related to the hypergeometric function by

K (z ) = —"
2F, ( —,', —,'; 1;z ) .

This is exploited in our computation of the coefficients
G2 and G3. The coefficients in Eq. (27) for d=2 are

We use a Monte Carlo algorithm to simulate the
diffusion of the particle on a disordered lattice. The regu-
lar lattice has a set of jump rates I, in the absence of bias.
An ensemble of disordered lattices is prepared by distri-
buting defect jump rates, I, randomly on the sites;
these rates are smaller than the nondefect rates, I ( I .
Each lattice is prepared with a concentration, c, of defect
jump rates. In all cases we chose c=0.2. The size of the
defect jump rate is scaled to the jump rate I . For a non-
defect site, when the particle attempts to jump, it will
succeed with certainty. However, when the particle is on
a defect site, it will succeed in making a transition only
with probability I /I, on the average. For our simula-
tions in this article, we chose I" =0.1I, hence, the parti-
cle succeeds on the average once for every ten attempts to
leave a defect site.

The particles are randomly distributed on each lattice
of the ensemble and the members are independently
chosen at random. This procedure ensures that the un-
derlying stochastic dynamics of the individual transitions
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is Poissonian. The particles are noninteracting and
several particles may occupy the same site. In general,
however, the particles on each lattice have different envi-
ronments, hence, an average over the disorder is simul-
taneously realized when the random walk average is tak-
en.

The bias field is characterized by the parameter b. For
b=1, no bias is applied. Along the axis of the applied
field, the transition probability in the positive direction is
b/(b+b ') and in the negative direction it is
b '/(b+b '). The directions perpendicular to the field
have equal probabilities of jumping in the positive or neg-
ative direction. The usual time unit in Monte Carlo
simulations is the Monte Carlo step per particle
(MCS/p). During one MCS/p each particle is called
once, on the average. The transition rate from a regular
site to any of the neighbor sites (explicit b factors exclud-
ed) is then given in units of inverse MCS/p by
I =[2(d —1)+b+b '](MCS/p) '. This relation en-
sures that g,b I = 1.

In order to approximate equilibrium initial conditions,
the ensemble is prepared by first letting each particle on
the average take 1000, or more, jumps, according to the
above algorithm. In one dimension, we have used 3000
members of the ensemble and 200 sites. In two dimen-
sions the lattices are rectangular with dimensions
100X60. The long axis is in the bias direction and 1000
members of the ensemble were taken. We do not study
d=3 in this article. In all cases the times were small
enough that the periodic boundary conditions did not
inhuence the statistical averages.

The random number generator was a modified version
of R250 developed by Kirkpatrick and Stoll' and the
runs were made on an IBM 3081/K64 and an IBM
3090/600. A typical run in one dimension, as discussed
above, required about 20 min of CPU time.

The first moment of the response function F(k, s) is

(35)

This result leads immediately to a linear behavior of the
mean displacement with time, for all times

&x&(t)=(b —b-')rt . (36)

+6(b b') I—I (s) /s

&x &(s) =(b+b ')I /s

+[8(b b') +—6(b+b ') ]I'I (s)/s'

+36(b b') —(b+b ')rr(s) /s

+24(b —b ') I I (s) /s

(38)

(39)

The large-s and small-s expansions of I'(s) are inserted
into these equations to obtain the short- and long-time
properties predicted by the generalized effective-medium
theory.

The predicted short-time behavior of the first two mo-
ments of the Green function in d = 1 is

&x&(t)=(b —b ')&r&f, (t)+

where

We note that this is an exact result for initial conditions
corresponding to a stationary state. Further remarks on
the significance of the result will be made below.

The second, third, and fourth moments of the response
function are

&x'&(s)=(b+b ')I /s +2(b b')—I I (s)/s, (37)

&x'&(s) =(b b')r—/s'

+6(b+b ')(b b')I—I (s)/s

V. MOMENTS AND CUMULANTS

A. Results of the GEMA in d=1

1. Momentsin d=1

t4f (t)=t+5 —+5 —+5'2

&x'&(t) =(b+b -')
& r &f, (t)+2(b —b -')'& r &'

(40)

In this section we study the behavior of the moments
and the cumulants of the Green and the response func-
tions for short and long terms. We first present analytic
results from the GEMA, then we compare them with the
Monte Carlo simulations.

The nth moment of a quantity A (k, s) is obtained for
d=1 in the Laplace domain by

t2 t3 t4
X —+5 —+(25 +5 ) +

2 3 24
(41)

The short-time behavior of the second to fourth moment
of the response function according to the GEMA is

&x'&(t) =(b+b ')rt+2(b —b -')'r& r &f,(t),
&x"&(s)=( —1)" „J(k,s)

a"
B(ik )" k =0

(32) where

,4f (t)= —+5 —+5 +53 120By this procedure, the first two moments of the Green
function G(k, s) are found as (42)

&x &(s)=(b b')r(s)/s—
&x &(s)=(b+b ')I (s)/s +2(b b') r (s)/s—

(33) &x3&(t)=(b b')I t+—6(b+b ')(b b')I &I &f (t)—
+6(b b')'r& r& f, (t)+—

(34) where
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t3 t4 tsf3(t) =—+5, +(252+5, )

&x &(t)=(b+b ')I t

(43)
&x'&(t) =(b+b ')I (t+y, )+2(b —b ')'

2

y I —+2y]t +2y2+ y (46)

+[8(b —b ') +6(b+b ') ]r&r&f, (t)

+36(b b—') (b+b ')r& r &'f, (t)

~4 t5
+24r& r&'(b —b ')' -+t', + . .

24 40

(44)

Finally, the long-time behavior of the second, third, and
fourth moments of the response function is

&x'&(t) =2(b b—')'r'g, (t)+(b+b -')rt+
where

g, (t) = +y—,t +y, ,

The long-time behavior of the first two moments of the
Careen function in the CINEMA is

&
x' &(t) =(b b'—)I t+6(b+ b ')(b b')—I g, (t)

+6(b —b -')'r 'g, (t)+
&x &(t)=(b —b-')r(t+y, ), (45) where

g2(t)= —+y, t +(y, +2y2)t+2y3+2y, y2, (48)

t4
&x & =(b+b ') I +yet +3(y2+yi)t +( 6y3+12 yi y2+2 yi)t +6 y4+6 y2+12 yi y3+6 yi y212

+36(b+b ')(b —b ')'r'g, (t)+[8(b b')'+6(—b+b ')']r'g, (t)+ (49)

Some remarks seem in order. We noted already that the mean displacement equation (36) following from the response
function is strictly linear in time while the one resulting from the Green function has corrections, cf. Eqs. (40) and (45).
The Green function describes the average behavior for uniform initial conditions. In this situation a particle makes ini-
tially larger displacements, on the average, until the stationary situation is reached. The result equation (36) following
from the response function is analogous to the result that the average mean-square displacement of particles in the
RTM without bias is strictly linear when equilibrium initial conditions apply. We point out that the inclusion of the in-
homogeneous term was essential in arriving at the correct result equation (36). The result for the mean-square dis-
placement of particles in the RTM without bias is obtained from Eqs. (42) and (47) by setting b= l. The inverse of the
minus-first moment of the transition rate, I, also enters the short-time behavior of the response function, in contrast to
the Green function, where only & I & appears. The presence of I is again a consequence of the stationary initial condi-
tions.

2. Cumulants in d=1

It is also interesting to consider the long-time behavior of the cumulants of the displacements, in d=1, as predicted

by the GEMA. We evaluated the cumulants of the displacements from the response function up to fourth order and

obtained

&x'&, =(b+b ')I t+2(b b') I —(y, t+y )+ (50)

&x &,(t)=(b b')I t+6(b b—') I [(y, +y —)t+2y, y +y ]+6(b+b ')(b b')I (y, t+y )—+, (51)

&x &,(t)=(b+b ')I t+12(b —b ') I [(2y)+6y)yq+2y )t3+5y +~6y y)2+12y)y +36yq]

+36(b+b ')(b b') I [(y, +y2)t—+2y, y2+2y3]+[8(b b') +6(b+b ')—]I (y, t+y2)+ . . .

(52)
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The result shows that in the GEMA with a cluster of one
site, the cumulants up to the fourth order are proportion-
al to t, asymptotically. Since the moments of order n
themselves are asymptotically proportional to t", this re-
sult suggests an asymptotically Gaussian form of the
probability distribution. More precisely, the asymptotic
behavior of the distribution of the random variable
(x —(x ) )/t'~ is under discussion. The third-order cu-
mulant (x ), could scale with t ~ and the fourth-order
cumulant with r . The results in Eqs. (51) and (52) indi-
cate that these cumulants are proportional to t, hence
they vanish in the limit t~ ~ when divided with (x ),~

or (x ), respectively. This means that an asymptotically
Gaussian distribution is predicted from the cumulants up
to fourth order, within the GEMA. Qf course, more is
needed to establish such a behavior, namely, the study of
higher-order cumulants and of the corrections to the
single-site GEMA.

3. Moments in higher dimensions

Finally„we consider the moments of the Green and the
response functions in higher dimensions. We restrict the
derivations to d=2; this is sufhcient to establish the gen-
eral behavior. We assume a bias in the x direction and
decompose the form factor f(k, b ) in Eq. (10) into

f( k, b)=f, ( k, , b) +f (2k~),

f, (k „b )
= b +b ' bexp( i—k, ) b—'exp(ik—, ),

f2(k2) =2—exp( —ik2) exp(i—k2) . (53)

The expansion of the Green or the response function with
respect to k, can be performed with arbitrary f2(kz ). Fi-
nally fz is zero since the expansion coe%cients are evalu-
ated at k=0, cf. (32). Hence the moments (x")(s) have
the same form as in d= 1, i.e., Eqs. (33)—(35) and Eqs.
(37)—(39) can be used for the moments of the displace-
ment in the bias direction. Also the formula for the
small- and large-time expansions of the moments given
before can be used. It is important that now the correct
6;, y; in d=2 are introduced. The generalization to
higher dimensions is obvious, only the appropriate 5;, y;
are needed as new elements.

To obtain the moments of the displacement in the
direction perpendicular to the bias, one expands the
Green or response function with respect to k2. One sim-

ply takes the expansion of f2(kz) and puts finally f, =0.
This amounts to using the results for d= 1 with the re-
placements b =b =1. For convenience we list the mo-

—1

ments of the response function for the perpendicular
direction to the bias:

of b&1.
One consequence of these derivations is that the result,

Eq. (36), for the linear behavior of the mean displacement
under stationary initial conditions is also valid in higher
dimensions.

B. Numerical results

In this section the predictions of the GEMA for the
moments and cumulants are compared with the numeri-
cal simulations. Figure 2 shows the first moment of the
response function, for various values of the bias parame-
ter b in d=1. This quantity represents the mean dis-
placement of a particle for stationary initial conditions
and it is linear in time, as predicted by Eq. (36), over the
whole time range. Figure 3 gives the first moment of the
Green function, for various b values, which represents
the mean displacement of a particle for uniform initial
conditions. Now the mean displacement is no longer
linear at small times and the straight lines are the asymp-
totic results from Eq. (45). One recognizes good agree-
ment between the simulations and the predictions of the
GEMA. The predictions for the short-time behavior are
only valid up to a few MCS/p. According to Eq. (45), the
asymptotic long-time behavior consists of a linear term
and a constant shift. Since y& itself is proportional to
(b —b ') ', the constant term is the same for all b
values, for given disorder. The predicted long-time be-
havior is only slowly approached for smaller bias. The
reason for this will be discussed in connection with the

30

~ 20

C5

I 10

(y )(~)=0, (y')(s)=2I /s',

(y )(s)=0, (y )(s)=2I /s +24I I (s)/s
00

time (MCSlp}

100

Again, the formulas obtained in d=1 for the short- and
long-time expansions of the moments can be used with
the substitution b=b '=1, but the coefficients y;, 6;
have to be taken for the d-dimensional case under study
and these coefficients are evaluated with the actual value

FIG. 2. First moment of the response function as a function
of time, for di6'erent values of the bias. Lines, prediction of the
GEMA; points, results of numerical simulations. The time unit

is the Monte Carlo step per particle.
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second moment.
The second moment of the response function is shown

in Fig. 4, for three values of the bias. One finds very good
agreement between the simulations and the short- and
long-time expansions at the largest bias value. For small-
er b, the short-time expansion is still applicable over a

FIG. 3. First moment of the Green function as a function of
time, for diFerent values of the bias. Lines, short- and long-time

expansions according to the GEMA. The short-time expansion
is shown only for the smallest and largest bias value. Points, nu-

merical results. Data points for short times and the intermedi-

ate bias values have been omitted for clarity.

considerable range (in the figure the short-time expan-
sions were drawn up to times where they began to de-
crease). The long-time expansion is only slowly reached
by the numerical data for the smallest bias. ' This is due
to the fact that the long-time expansion was made as a
power series in t. When the bias is absent (b= 1) the ex-
pansion has to be made in powers of t' . Inverse
powers of b —b ' appear in the expansion terms of the
series in t, rendering its convergence worse for smaller
bias. The second moment of the Green function is
represented in Fig. S, for one smaller and one large value
of the bias. The behavior is similar to the second mo-
ment of the response function, and the same arguments
concerning the applicability of the long-time expansion
can be made. The second moment of the Green function
is larger than that of the response function, especially at
smaller times. This is reasonable, because the particles
make initiaHy larger displacements when uniform initial
conditions are imposed.

The third and the fourth moments of the response
function are given in Figs. 6 and 7, respectively. The
same general features are observed for these moments as
for the second one. The small-time expansion provides a
good description of the numerical data at small times.
The long-time expansion agrees with the data for large
bias, it is approached more slowly for smaller bias. As in
the case of the second moment, the asymptotic behavior
is not yet fully reached for the time shown in the figure.

The second cumulant of the response function is plot-
ted in Fig. 8. This quantity represents the mean-square
displacement of particles relative to their mean displace-
ment, for equilibrium initial conditions. It should in-
crease linearly with time, for large times. The figure
shows good agreement between the simulations, with the
exceptions as discussed above. The final asymptotic be-
havior is not yet fully reached in the figure. The third
and the fourth cumulants of the response function was
also determined from the simulations. The third cumu-
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FIG. 4. Second moment of the response function as a func-

tion of time, for three values of the bias. Lines, short- and

long-time expansions according to the GEMA. Points, numeri-

cal results.

FIG. 5. Second moment of the Green function, as a function
of time, for two values of the bias. Lines, short- and long-time
expansions according to the GEMA. Points, numerical results.
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FIG. 8. Second cumulant of the response function as a func-
tion of time, for two values of the bias. Lines, short- and long-
time expansions according to the GEMA. Points, numerical re-
sults.

FIG. 6. Third moment of the response function as a function
of time, for two values of the bias. Lines, short- and long-time
expansions according to the GEMA. Points, numerical results.

lant exhibits the qualitative behavior that is predicted by
the GEMA, however, there are quantitative discrepan-
cies. The fourth cumulant could not be estimated from
the simulations. In calculating the third, and, in particu-
lar, the fourth cumulant, differences of large numbers are
taken. The statistics of our data was not sufticient to al-

1
5

~ 10
OJ
E
O

~ 10—

O

low for a reliable determination of these two cumulants.
In d=2 we display analogous results for the moments.

The second moment of the response function in the longi-
tudinal direction, i.e., the direction of the bias, is shown
in Fig. 9(a) for three values of b The sh. ort- and long-
time asymptotic expansions, represented by the lines are
calculated from Eqs. (42) and (47), respectively. The
second moment transverse to the bias direction is plotted
in Fig. 9(b) for two bias values, according to Eq. (54) this
is a linear function of time. The simulation data agree to
with 1% of the analytic result over the entire time range.
It is interesting to note that, of course, the bias affects the
value of I, reducing the mean-square displacement,
(y ), for larger bias values. In Fig. 9 the analytical re-
sults are in good agreement with the simulation data.
The third and fourth moments of the response function in
two dimensions are found in Figs. 10 and 11. Two large
values for the bias were chosen. In Fig. 11 we use the
fourth moment including the coordinate transverse to the
bias direction, i.e., the contribution in Eq. (54) is includ-
ed. Here the long-time asymptotic expansion does not
overlap with the short-time expansion to cover the whole
range. However, for times larger than 30, our long-time
asymptotic results are in good agreement with the data.

We emphasize that in all comparisons between the
GEMA and Monte Carlo simulations the corrections to
order y3 and 53 were significant in obtaining the good
agreement with the simulations.

VI. GREEN FUNCTION AND RESPONSE
FUNCTION IN d=1

10

time (MCS/p}
100

FIG. 7. Fourth moment of the response function as a func-
tion of time, for two values of the bias. Lines, short- and long-
time expansions according to the GEMA. Points, numerical re-
sults.

A. Representation of the kernel

In this subsection explicit results for the Green func-
tion G„(t) and the response function F(n, t) in one dimen-
sion will be presented. The expression for G(k, s) in
Fourier and Laplace space was given in Eq. (9) and the
one for F(k, s) in Eq. (17). Both quantities contain the
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kernel I (s) and the form factor f(k, b ). While in princi-
ple the inverse Fourier transformation of G(k, s) and
F(k, s) can be performed in d= 1, the inverse Laplace
transformation of these quantities cannot be done analyti-
cally because I (s) is not known explicitly. Hence anoth-
er approach is needed.

We have the small-s and large-s expansions of I (s) and
the coefficients are known up to 0(s ) and 0(s ), respec-
tively, cf. Sec. IIIC. Bruenger, Peters, and Schulten'
developed a representation of a function whose moments
and inverse moments are known to some order, in terms
of first-order rational approximants. To make the con-
nection with their nomenclature, we write the expansions
of I (s) in the following way:
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(55)

Comparison with Eqs. (21) and (24) gives

FIG. 10. Third moment of the response function in d=2
versus time. Lines, short- and long-time expansions according
to the GEMA. Points, numerical results.
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FIG. 9. The second moment of the response function in

d=2, as a function of time. (a) The longitudinal moment, i.e., in
the direction of the bias, is plotted for three values of the bias.
(b) The moment is transverse to the direction of the applied
bias. Lines, short- and long-time expansions according to the
GEMA. Points, numerical results.

10
time (MCS/p)

FIG. 11. The fourth moment of the response function in
d=2 versus time. Lines, short- and long-time expansions ac-
cording to the GEMA. Points, numerical results.
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p i
—I I

(56)

0.05

0.04-

The representation of I (s) is

(57)

~0.03-

~~ 0.02-

The papers' ' describe in detail how the amplitudes a;
and the frequencies f; are determined from the p;. The
index r indicates the order of the representation; an even
number of moments/inverse moments is required. In ad-
dition, Bruenger, Peters, and Schulten developed a com-
puter code to numerically calculate the coefficients a, , f,.
from the p's. We used this code to derive the coeKcients
a;, f, up to r=3, from the sets [53 ) pI or
[5z, . . . , y3I, respectively, which were evaluated for
given I, ( I ), and b. To verify the quality of the repre-
sentation equation (57) of the kernel, we solved numeri-
cally the self-consistency condition, Eq. (14), for given I,
( I ), and b, for a wide range of s values. We found very
good agreement [relative diff'erences of O(10 ) at most
at intermediate s values]. Since we are more interested in
the long-time properties of the quantities F(n, t) and
G„(t), we used always the set [5z, . . . , y3I for the further
calculations.

B. Comparison with simulations

We wish to compare the predictions of the GEMA for
the Green function G„(t) and the response function
+(pg, r) with the numerical simulations. To obtain G„(t)
and F(g, r) in the site number and time domain, we ffrst
make a numerical inverse Laplace transformation' of
Eqs. (9) and (17) where we use the representation equa-
tion (57) of the kernel. We then Fourier transform the in-
termediate result to the site number representation by a
fast-Fourier transform routine. Figures 12—14 give the

10 15
distance from origin

I

20
I

25

FIG. 13. Green function as a function of the distance from
the initial position of particle, at the time t=100 MCS/p, for
bias b= 1.414. Histogram, results of the GEMA; points, numer-
ical results.

results in the form of histograms for two different times
and one value of the bias parameter b. The figures also
contain the simulation results in the form of solid circles.
One recognizes very good agreement between the predic-
tions of the GEMA and the simulation results. The
Green function which is derived for uniform initial condi-
tions shows a rather smooth behavior as a function of the
site number, see Figs. 12(a) and 13. Figure 13 is already
suggestive of a spreading and drifting Gaussian distribu-
tion. The response function which is derived for station-
ary initial conditions has a large initial-site occupation
probability, due to the larger occupation probability of a
trap site. There is a second maximum of the distribution
at site 10 for t=100 MCS; this number is somewhat
smaller than the corresponding maximum of the Green
function (site number 12).

We refrain from presenting additional figures of the
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FIG. 12. Green function (a) and response function (b) as
functions of the distance from the initial position of the particle,
at the time t=10 MCS/p, for bias b=1.414. Histograms, re-
sults of the GEMA; points, numerical results.

FIG. 14. Response function as a function of the distance
from the initial position of particle, at the time t=100 MCS/p,
for bias b=1.414. Histogram, results of the GEMA; points, nu-
merical results.
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Green and response functions for other values of the bias
parameter or time; these quantities behave as expected
from qualitative arguments. The figures shown are
representative of the agreement between the GEMA pre-
dictions and the simulations, also for other parameter
values. This is noticeable, since we made the approxima-
tion of a cluster of only one embedded site when we de-
rived the self-consistency condition. As discussed before,
the asymptotic behavior of the first and second moments
is correctly obtained by this approximation. We now see
that also the full distribution, at intermediate times and
in the site number representation, is well predicted by the
GEMA. It should be stressed that the correct behavior
of the response function, including the enhanced occu-
pancy of the initial site, follows from the inclusion of the
inhomogeneous term Eq. (18) into the generalized master
equation.

0.1

C. Initial-site occupation probability

It is instructive to consider the time dependence of the
initial-site occupation probability separately. We shall
consider this quantity for the response function, which is
derived for stationary initial conditions. Equation (17)
can be brought into the form

F(k, s)=G(k, s)+tl —sG(k, s)] 1 (s) —I
sl (s)

(58)

This equation is integrated over k, in the first Brillouin
zone. The result can be written as

F(o,s ) = t [I (s) —I ]Is+ 1 G, (s) j II (s) . (59)

The result holds for arbitrary dimensions d, but we will
only consider d= 1. Expansion of F(o,s) for large s
shows that the initial decay of F(o, t ) is determined by I,

F( o, t ) = 1 —I.'( b +b '
) t + . (60)

b+b-' +
(b —b ')' b b—(61)

can be deduced, corresponding to exponential decay in
the time domain. Since the Green function G, (s) con-
tains a branch cut in d=1, the approximation of the
small-s behavior of F(o,s) by a single pole is not very sa-
tisfactory. Hence we made an inverse Laplace transform
of Eq. (59) by a numerical routine. '

The result for F(o, t) is plotted in Fig. 15 for several
values of the bias parameter b, together with the results
of the computer simulations. One recognizes very satis-
factory agreement between the predictions of the GEMA
and the simulations. The agreement seems to be some-
what better for the larger b values; this is because the
drift terms become dominant more rapidly, as discussed
in Ref. 12.

An initial decay with ( I ) is expected for the Green func-
tion G, (t) As seen b.elow, the corrections to the initial-
time behavior become important at relatively short times.
A rough estimate of the long-time behavior can be ob-
tained by expanding Eq. (59) for small s. A pole at

50
time (MCSip)

100

FIG. 15. Occupation probability of the initial site for station-
ary initial conditions as a function of time, for different bias
values. Lines, prediction of the GEMA for the response func-
tion; points, numerical results.

VII. CQNCI. USION

We have presented results from a generalized
efFective-medium theory for the random-trap model with
uniform bias in one direction, and found good agreement
with numerical simulations for this model. It was neces-
sary to include an inhomogeneous term into the resulting
generalized master equation, to properly deal with sta-
tionary initial conditions, where the site occpuancies are
determined by the random transition rates. The inclusion
of the inhomogeneous term leads to the correct behavior
of the mean displacement of particles with time. Its in-
clusion was also instrumental in the derivation of the
response function, which describes the probability of par-
ticle positions as a function of time for stationary initial
conditions. Figure 14 demonstrates that the theory is
corroborated by the numerical simulations. Of course,
the experimental procedure determines which initial con-
ditions are to be used in a real situation. For instance, if
a photoconductivity experiment is made, where the
charge carriers are uniformly created on a surface by a
light pulse at the same time, uniform initial conditions on
that surface would apply. On the other hand, when a
neutron scattering experiment is made on a small concen-
tration of hydrogen in metals, the hydrogen particles are
thermalized, and equilibrium initial conditions apply.
The Fourier transform of the response function would
then yield the correct incoherent dynamical structure fac-
tor. Hence experiment does not provide a general rule
whether the inhomogeneous term in the generalized mas-
ter equation can be omitted. This depends on the specific
situation, and the generic case is the one where it is
present.

We comment on the relation to the continuous-time
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random walk (CTRW) theory which is often used to de-
scribe transport in disordered media. In the CTRW
theory the effect of the disordered medium is modeled by
introducing generally time-dependent waiting-time distri-
butions for the transitions of the particle. CTRW is
equivalent to generalized master equations. ' Our deriva-
tion shows that an inhomogeneous term is needed in the
generalized master equation, hence also in the corre-
sponding CTRW description. This conclusion is an ex-
tension of the previous argument of Tunaley that the
first transition of a particle must be treated diff'erently in
CTRW theory for equilibrium initial conditions. We did
not compare our results with CTRW; such a comparison
would yield "associated" waiting-time distributions in the
sense of Ref. 21.

Another related phenomenon is "dispersive transport"
which is often observed in amorphous semiconduc-
tors. ' We find no indication for dispersive transport in
our model. The numerical results suggest that the aver-
age transport of particles is described by spreading and

moving Gaussian distributions for long times; the GEMA
results for the cumulants up to fourth order support this
assertion. Of course, these arguments do not constitute a
proof. We point out that the absence of dispersive trans-
port is asserted here for the random-trap model with
transition rates where the moments and inverse moments
exist. Apparently dispersive transport can be obtained
for the random-trap model with transition rates where
first inverse moment diverges. The general conditions
under which dispersive transport does or does not occur,
are not yet known. As already said in the Introduction, it
is planned to extend these derivations to the case of the
random-barrier model with a uniform bias field. '
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