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All-electron ab initio self-consistent-field study of electron transfer in scanning tunneling
microscopy at large and small tip-sample separations: Supermolecule approach
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Electron transfer expressed in the context of molecular-orbital theory is used as a model for scanning
tunneling microscopy. We calculate the electronic coupling matrix element T,b, ubiquitous in theories
of electron transfer, by means of ab initio self-consistent-field wave functions for a supermolecule made
up of a "sample" molecule and a "tip" metal atom. We find that T,b varies with the lateral position of
the tip, with the tip-sample distance, and with the applied bias voltage. The features of the T,b curves
are analyzed in terms of molecular orbitals.

I. INTRODUCTION

Scanning tunneling microscopy (STM), introduced by
Binnig and Rohrer' in 1982, has emerged as an extraordi-
nary method to yield a direct three-dimensional real-
space image of surfaces with atomic resolution. The sur-
face may be metallic, semiconducting, or covered with
adsorbed and chemisorbed atoms and molecules.

A probe metal tip is placed a few angstroms from the
conducting sample surface and, with a bias voltage of
V=1 V applied between the tip and the sample, the tun-
neling current I=1 nA across the vacuum gap is mea-
sured. In the so-called constant-current mode, V is fixed
at some operating voltage and the tip-sample distance is
adjusted so that the current I remains constant. In this
case, as the tip scans laterally along the sampled surface,
its path describes a topograph of the sample. There are,
of course, other modes of operation in STM and each one
"images" different properties of the sample. For exam-
ple, the nature of the local electronic state of the sample
can be obtained from voltage dependence of I or dI/dV
at a specified tip position. The latter method is often re-
ferred to as scanning tunneling spectroscopy (STS).

Despite the tremendous experimental successes of
STM-STS, the imaging mechanism itself stands in need of
a consistent and tractable theoretical model which can
provide a qualitative and quantitative understanding. In-
itial theoretical efforts go back to Baratoff and Tersoff'
and Hamann ' with reasonable success in describing
some characteristics of STM-STS images. Although
these and some later authors ' invoke different proper-
ties of the tip or the sample in their models, their theories
are primarily based on Bardeen's celebrated transfer-
Hamiltonian model for tunneling. The latter uses per-
turbation theory, which implies a large tip-sample separa-
tion equivalent to a high and large tunneling potential
barrier. In addition, Bardeen assumes that the tail of the
tip wave function overlaps with that of the sample to only
a small extent. The model is not obviously suitable at ei-

0
ther small tip-sample distances ( (=3 A) or for cases in
which the tip and/or sample wave functions do not have
just tails in the area between the tip and the sample. At
small tip-sample distances the contribution of nontunnel-

ing electronic states to the current may be significant.
Recently, however, several STM-STS theoretical models
have been developed which do not depend on Bardeen's
theory. In some of these models the tip is treated sepa-
rately from the sample with inclusion of some tip-sample
interaction potential, ' while in other models the tip
and the sample are treated as a whole. ' In the spirit of
the latter, we present here a theoretical model which we
term the supermolecule approach to STM-STS. It is suit-
able for both large and small tip-sample separations; tip
and sample are treated as a whole and are allowed to ad-
just to the presence of one another. This model is based
on an ab initio description of electron transfer in which
the initial and the final state of the supermolecule (the tip
and sample aggregate) are represented by self-consistent-
field (SCF) all-electron wave functions. We calculate the
electron coupling matrix element T,b, which enters in
any theoretical treatment of electron transfer.
Specifically, we seek to establish the relationship between
surfaces of constant T,b and the electronic structure of
the "sample. " In Sec. II we describe the general features
of our model along with computational details. Results
and related discussions are presented in Sec. III.

II. THE THEORETICAL MODEL:
SUPERMOLECULE APPROACH

The underlying physics STM-STS is basically electron
tunneling and its dependence on the bias voltage and the
position of the tip with respect to the sample. The elec-
trons transfer from the tip to the sample or vice versa de-
pending upon the sign of the bias voltage V. At large
tip-sample distances it is reasonable to neglect the tip-
sample interaction or account for it by some perturbative
method such as Bardeen's. However, as the tip is moved
closer to the sample resulting in more tip-sample interac-
tions, the electron clouds of both the tip and the sample
adjust extensively to the presence of each other. To ac-
count for this relaxation, we treat the entire STM-STS
system (i.e., tip, sample, etc.) as a many-body problem (all
electrons and nuclei) and think of the system as a super-
molecule. Tip and sample are dealt with on equal foot-
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A. The electronic coupling matrix element

In the supermolecule approach the STM-STS tunneling
is an electron transfer (ET) within the supermolecule.
Moreover, at large tip-sample separation, the tunneling is
mostly "through space" instead of "through bond, " since
there are no chemical bonds between the tip and the sam-
ple to mediate the transfer of the electrons. In other
words, the tunneling here is primarily due to the spatial
overlap of the wave function of the system in the initia
state of ET with that of the final state of ET.' For
different theories and applications of electron transfer,
the reader is referred to the large body of literature in the
field. '

A key quantity in theory of ET is the so-called
electron-transfer (or electronic coupling) matrix element

17—19given as

H, b S,
H„+Hbb

ab
1 —Sab

where H.b=(Q, ~H~itjb), S„= g. ~gb= (@,)H(g, ), Hbb = (, gb ~H~@b ), and H is the total
Born-Oppenheimer (i.e., excluding nuclear kinetic ener-

gy) Hamiltonian of the system, g, repre resents the full
-electron wave function of the entire system beforemany-e ec

(or after) electron transfer, and gb is that for after (

fore) electron transfer. As the name implies, T,b given by
E . (1) is a measure of the strength of the coup ing e-
tween the charge-transfer states If, )
T a ears, one way or another, in classica,1 1 semiclassi-ab appe
cal ' and quantum-mechanical ' treatment o22, 17 of ET.
Note that the tunneling current I and T,b are reare related, at
large tip-sample distances, through the well-known ex-
pression

ing. Of course, in the limit of large tip-sample distances,
results using the supermolecule model should be identical
to those from the other models. The theoretical work of
Ciraci et al. ' is the only other one with the same general
intent as ours. These authors, however, concerned them-
selves mostly with the energetics of the system —not with
its electron-transfer properties.

current I is proportional to the applied voltage V and ex-
plicitly dependent on the square of the electronic cou-
pling matrix element T,b. Observe that Eq. (1) reAects the
essential symmetry with respect to the arbitrary labels a
and b. This is the so-called reciprocity principle in STM
literature which states that STM images are invariant
upon interchange of the tip state with the sample state.

The main purpose of this initial study is to see to what
extent the topography of the sample charge density mani-
fests itself in that of T,b or

~ T,b ~
. The latter appears in

Eq. (2). More specifically, we would like to assess the
changes in T,b caused by changes in the chemical nature
and size of the sample. In addition, we study the effect of
the applied voltage on T,b and see how the latter varies
with the tip-sample distance.

B. The computational model

First, we model the sample with a single molecule in
vacuum. This represents no liability for the main objec-
tive of this study which attempts to relate any arbitrary
sample charge distribution to its T,b. The model, howev-
er, may also be appropriate for imaging of an adsorbed
molecule. Our assumption is that the critical process in
STM-STS imaging is the initial electron exchange be-
tween the adsorbed molecule and the tip, which is thus
responsisponsible for the qualitative features of the image of the
adsorbed molecule. Additionally, we assume that e
effect of the adsorbing surface is small. Indeed, the mole-
cule is not drowned in the sea of the surface, as demon-
strated by the fact that experimentally adsorbed mole-
cules usually can be discerned. However, for chem-
isorbed molecules that are chemically bound to the sur-

24face, such as for an oxidized state of silicon surface, t e
surface cannot be neglected as it is an integral part of the
system. A cluster representation of the system would re-
place the molecule used here. In this preliminary investi-
gation we choose formic acid HCOOH as the molecule,
because of its varied chemical structure. It has both dou-
ble and single bonds and has identical atoms in different
chemical environments. As shown in Fig. 1, the model
molecule has a charge distribution which shows varied

I= gf (E, )[1 f (Eb+eV)]~T—
b~ 5(E, Eb), —fi, b

which results from using first-order time-dependent per-
turbation theory. Here, f (E) is the Fermi distribution
function of the sample surface, E, and Eb are eigenvalues
of p, and ittb, respectively, and the constants have their
usual meanings. In the limits of low temperature room
temperature or below) and low bias voltage V which are
consistent with the experimental conditions,

FIG. 1, Surface of the total electronic charge density of
formic acid HCOOH at 0.1 a.u.

I = g ~T,b~ 5(Eb EI;)6(E, E~), — (3)—
b

where EI; is the Fermi level. We see that the tunneling
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topographical features. Incidentally, we note that a rnol-
ecule of sorbic acid, i.e., with the same functional group,
adsorbed on a surface was seen by atomic force micros-
copy (AFM).

Second, in keeping with the accepted belief that only
the "last" atom on the tip is STM active, the tip is
modeled by a single atom. The choice of the type of met-
al atom (in our case, a zinc atom) was made on the basis
of ease of computation. Note that the two states involved
in the electron transfer, namely, f, and fb, f, is the
quasidiabatic solution of the Schrodinger equation charge
localized on the molecule (or the metal atom) and tP& is
the quasidiabatic solution charge localized on the metal
atom (or the molecule). To model the transfer of electron
between the tip and the molecule, the whole system is
positively charged. Thus, one state of the supermolecule
is of the form ( HCOOH J

-Zn+ and the other of the form
{HCOOHJ+-Zn. The electronic configuration of Zn is
[Ar]3d' 4s and of Zn+ is [Ar]3d' 4s' with closed p and
d shells. Other more "realistic" tip atoms such as W, Ni,
and Pt with their open d shells will be investigated at a
later stage. Additionally, this would provide a means to
explore the relationship between STM image and charge
density for "spherically symmetric" as well as "nonspher-
ically symmetric" tip atoms. A small cluster representa-
tion of the tip could also be used; however, as seen below,
it appears that there is a lot to be learned from the
present model.

C. Computational details

All the results reported here are based on open-shell
spin unrestricted Hartree-Fock (UHF) quasidiabatic
charge-localized wave functions using the HONDO rnolec-
ular program. We use Eq. (1) to compute the values of
the electronic coupling matrix element T,b. The latest
version of HONDO actually outputs off-diagonal elements
H, b, S,b in addition to the usual total energies H„and
Hbb. The computational method for the off-diagonal ele-
ments used in HONDO is described in detail by Farazdel
et al. ' Initially, an equilibrium shape for formic acid
was determined by the geometry optimization procedure.
This planar geometry was then kept fixed for all our cal-
culations while varying the position of the tip with
respect to the plane of the formic acid molecule. This is
consistent with the Condon approximation according to
which T,b is assumed to be only weakly dependent on
configuration of the molecule as long as the donor-
acceptor distance in the charge-transfer molecule remains
unchanged. '

For each and every position of the "tip,"we calculated
the two quasidiabatic SCF wave functions

~ g, ) and
~ g& )

with charge localized on either side (i.e., formic acid or
zinc atom). To this end, we closely monitored charge and
spin populations at every tip-sample distance. The two
wave functions are nonorthogonal, the one with the posi-
tive charge localized on the sample corresponding to the
charge-transfer state (or excited state). Convergence of
these SCF wave functions requires using the powerful
DIIS algorithm in addition to using the converged
molecular orbitals obtained for a nearby geometry. The

basis sets used throughout our calculations are 4-21G
(Ref. 29) for atoms H, C, 0, and Huzinzga's 43321/43/31
(Ref. 30) for Zn. These are double-zeta quality basis sets
and should suffice for qualitative results. More accurate
values of T,b, mainly at large distances, would require
more diffuse functions. '

III. RESULTS AND DISCUSSION

A. Variation of T,b with d

Calculated T,b values as a function of the tip-sample
distance d are displayed in Fig. 2(a) for five lateral posi-
tions on the sample. These positions are directly above
the carbon atom C1, the hydroxyl oxygen atom 02, the
carbonyl oxygen atoms 03, the formyl hydrogen atom
H4, and the hydroxyl hydrogen atom H5. Figures 2(b)
and 2(c) show the same curves as in Fig. 2(a), but ob-
tained when a uniform electric field perpendicular to the
sample is applied in the calculation in the direction of the
sample toward the tip. The filed intensities are 0.001 and
0.002 a.u. (or =0.05 and 0.1 V/A, respectively). Note
that, as d decreases, some of the curves terminate earlier
than others. This is due to the inability to converge the
SCF process for positions beyond the last point on the
curve. In the calculation the charge-transfer (excited)
state would collapse to the ground state as the computa-
tional procedure contains nothing that prevents such a
collapse.

All the curves display the same characteristic of a
broad peak between 9.0 and 2.5 A, then a sharp peak at
short distances. The height of the peak depends on the
lateral position of the approach. In both cases with and
without the external field, the height of the peak for the
vertical approach above the carbonyl oxygen is at most
half of the height for approaching above the other atoms.
This is actually quite surprising considering the molecu-
lar orbitals involved in the electron transfer, as discussed
below. The key orbital is indeed localized on the car-
bonyl oxygen 03, but is orientation is in the plane of the
molecule, more so than along the direction of approach.
Finally, we note that the onset of the broad peak, for the
calculations involving the external electric field, is at
about 7 A, instead of 9 A. The general features of the
curves are otherwise the same, with broad and sharp
peaks. The following three points should be made:

(1) The feature of broad and sharp peaks reveals that
two processes of different chemical nature take place.
Their character can be established by analyzing the
molecular orbitals that make up the initial and the final
state. The analysis is done below. The operating range of
STM-STS seems to correspond to the domain of the
broad peak, i.e., & 3 A.

(2) The broad peaks observed between 3 and 9 A are
different depending on the vertical approaches. Already,
we see hints of being able to calculate surfaces of constant
T,b, which will correlate with the chemical structure of
the sample. To this end, we need to sample a large num-
ber of geometries of the supermolecule.

(3) The general features are maintained in going from
no electric field to a small electrical field. Thus, the "im-
age" is not field sensitive in a qualitative sense.



3912 ABBAS FARAZDEL AND MICHEL DUPUIS

B. Variation of S b and H, b with d

Since at large tip-sample distances we pe ex ect the
charge transfer to have a strong dependence on the over-
lap between t e ini ia - anh

' 't' 1- and the final-state wave function,
in Fi s. 3 and 4 the variations of S,b and H, b

res observedwith d. Most remarkably, the general features o
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imation, ' which states that

H, b
——CS,b(H„+Hbb ),

where C is a constant. Now Eq. (1) can be rewritten as

S,bT = (H +Hbb)(C ——') .b
ab

F ll ti -sample distances considered in t is study, and
to be verfor all lateral positions of the tip, w'e found C to b y
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T,b. This finding is consistent with the fact that the
shape of T,b is primarily due to the shape of S,b [com-
pare Fig. 2(a) with Fig. 3]. Finally, we should mention
that S,„and H, b have almost identical shapes (compare
Fig. 3 with Fig. 4). This is because the C(H„+Hbb)
values in Eq. (4) are practically a constant at large d and
monotonically increases as d decreases at small values.

C. Molecular-orbital-theory considerations

The following considerations result from analysis of
the SCF wave function of the ground state of the system
IHCOOHI-Zn+. The three highest occupied molecular
orbitals (HOMO's) have the following characters. In in-
creasing order of energy we find a ~ orbital delocalized
over the p, functions of the two oxygen atoms with a no-
dal plane passing through the carbon atom (z is the direc-
tion perpendicular to the molecular plane). Next comes
an orbital localized on the carbonyl oxygen and lying in
the plane of the molecule. This is a lone-pair orbital I

~ ~

containing a carbonyl-oxygen lone pair of electrons, as
shown in Fig. 5. Then we find the 4s orbital of the zinc
atom with only one electron (spin a). The lowest unoccu-
pied molecular orbital (LUMO) is an antibonding m' or-
bital delocalized over the O=C—0 frame. The order-
ing of the orbitals is in accord with the spectroscopic
data about formic acid which place the n ~a* excita-
tion at about 5 eV above the ground state and the m.~~*
excitation at 8 eV. The ionization potential of formic
acid is 11.3 eV and for zinc it is 9.4 eV. Thus the
ground-state wave function can be abbreviated as

g(M —Zn+) = A (core% /p /p4s)

and for the excited charge-transfer state,

P(M+ —Zn) = A (coremF /p 4s 4s),
where A is the usual antisymmetrizer and "core"

represents all other inner and valence orbital electrons.
The latter state is denoted by P(/p ~4s). The next excit-
ed state of the supermolecule at large distance corre-
sponds to a m —+4s excitation, which is also a charge-
transfer state. The fourth excited state of the super-
molecule corresponds to a m —+~* excitation. This is not
a charge-transfer state; it is simply a complex made of
HCOOH (~~a*) state with Zn+.

A small configuration-interaction (CI) calculation of
the energies of these four states as a function of the tip-
sample distance d yields the curves shown in Fig. 6.
These curves are semiquantitative but reveal the follow-
ing information: At large distances we recognize the
ground state, the Ip —+4s state, the n ~4s state, and the
m —+~* state, in this order of increasing energy. As the
distance d decreases, we observe that all the curves are
only slowly changing until 3.7 A. The ground state
changes slowly until 2.7 A where it becomes repulsive.
The excited-state energies change more significantly
starting at 3.7 A and clearly display an avoided curve
crossing involving all three excited states. The avoided
crossing occurs at 2.2 A, and from then on, the first excit-
ed state can be labeled as m.~~*, a non-charge-transfer
state. This characterization is corroborated by studying
the SCF orbitals of the excited state for which we calcu-
late S,b. At long range Eqs. (6) and (7) show that S,b is
nearly equal to the overlap between the two orbitals in-
volved in the charge transfer, i.e., 1' and 4s orbitals.~ ~ y p
Thus,

S,b-—(/pi4s) .
0

At about 2.3 A the orbitals involved in the electronic
transition change character dramatically, as reAected in
the avoided curve crossing. The quantity S,b is now best
approximated by

S,b =(m ~m*),

and the calculations show that the upper state in the
transition has a charge localization on the Zn atom just
as for the ground state, and that the sample fragment

f3—
CQ I|—

Ground

QP

~ ~ 5

c9

3—

FICx. 5. A contour charge-density map of the lone-pair orbit-
al localized on the carbonyl oxygen O3 (see Fig. 1 for atomic la-
bel scheme).

FIG. 6. Energy curves of four electronic states of the
[HCOOH-Zn I+ system as a function of the tip-sample distance
d.
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resembles the m~m* excited state of formic acid. The
sharp peak for T,b at short distance thus does not corre-
spond to a charge-transfer state from the sample to the
tip, but rather to an "intrasample" transfer, i.e., an exci-
tation. In the STM perspective, then, one should focus
only on the outer peak which corresponds to the transfer
of a lone-pair electron to the metal atom of the tip.
Whether the inner peak may have any significance in
STM experiments is an open question. Note additionally
that all throughout this work the geometry of the sample
molecule was kept fixed to its parameters of an isolated
molecule, a reasonable assumption for large tip-sample
distances. At shorter distances geometry relaxation of
the sample may have to be taken into account.

Our present findings confirm the key role of overlap
quantities in providing a qualitative understanding of the
physics of STM. In particular, the HOMO and LUMO
orbitals localized on the sample and their electron distri-
butions may give an "image" of the sample similar to the
one created in STM experiments. Such is the case for the
recent work of Smith et al. In their case the HOMO
was a ~ orbital. As shown in our study, where the
HOMO is an in-plane lone-pair orbital, there is no re-

quirement that the useful orbital will always be ~ type.
Instead, the key orbital is found to be intimately connect-
ed to the chemical structure of the sample.

IV. CONCLUSION

We have presented a supermolecule approach to the
modeling of STM-STS. Our focus has been on the
electron-transfer process and we used ab initio all-
electron SCF wave functions to describe the initial and
final states of the system. Our results indicate that the
electron-transfer process rejects the chemical environ-
ment of the precursor sample. We showed that the elec-
tronic structure of the sample molecule is intimately
linked to the electron tunneling process. A qualitative
analysis of the states involved in the transition yields an
expression for the overlap quantity which rejects the key
features of the electron-transfer process.

Future work involves generating surfaces of constant
electron-transfer coupling T,b and analyzing those to un-
derstand the topography of the sample. In addition,
work is needed to further our understanding of the mech-
anism of electron transfer for short tip-sample distances.
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