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We show that all the known quantum-mechanical interference effects characteristic of disordered con-
ductors in the metallic limit can be obtained from a “maximum-entropy model,” based on a transfer-
matrix formulation, which is independent of any particular form of the disordered microscopic Hamil-
tonian. In particular, we have derived the weak-localization effect and the associated backscattering
peak, as well as the universal conductance fluctuations and the associated long-range correlations in
transmission probabilities. We find precise quantitative agreement with microscopic Green-function cal-
culations evaluated in the quasi-one-dimensional limit. We define two random-matrix ensembles charac-
terizing systems with and without time-reversal symmetry (the analogs of the well-known orthogonal
and unitary ensembles), and show that, within the model, breaking of time-reversal symmetry has the ex-
pected effect on these phenomena. The model has not been shown to yield behavior characteristic of the
two- or three-dimensional limits, which appear to be outside its current range of validity.

I. INTRODUCTION

The basic physical assumption underlying the scaling
approach to disordered conductors’»? is that the
quantum-transport properties of systems probed at length
scales much longer than the elastic mean free path !/
should be insensitive to the microscopic origin of the dis-
order that causes the elastic scattering. It was therefore
natural to seek a formulation of the theory that is rela-
tively independent of the particular model of the disor-
dered Hamiltonian, as was done by Anderson et al.,? who
introduced a transfer-matrix formulation based on the
Landauer approach* and then obtained its statistical and
scaling properties by means of a random-phase hypothesis.
This random-phase model was very successful in describ-
ing the purely one-dimensional (1D) limit; but this limit
does not allow the study of the metallic regime in which
the sample length L is much longer than the elastic mean
free path [, but shorter than the localization length £ (the
two lengths are equal® in 1D). Quantitative extensions of
the approach to the experimentally relevant metallic re-
gime have not been made, and no such model has been
found to be analytically tractable. Quantitative predic-
tions for the behavior of disordered conductors in the me-
tallic regime have been made instead using the impurity-
averaged Green-function technique,®”!* a diagrammatic
expansion in the small parameter (kzI)~! (where kj is
the Fermi wave vector), or from numerical simula-
tions.16:17:9,10,14,15

A noteworthy effect predicted by these techniques was
the weak-localization effect on the average conductance,
which appears both as a temperature-dependent decrease
in the Boltzmann conductivity and as a low-field negative
magnetoresistance.%’ More recently, fluctuation phe-
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nomena have been widely observed in the conductance of
small metal samples at low temperature. In particular,
time-independent “reproducible noise” in the resistance
as a function of magnetic field or Fermi energy!®!° and a
type of low-frequency noise!>'* have been observed. The
theory of these effects® !> made the striking prediction
that the variance of the conductance fluctuations is al-
ways of order (e?/h)* when the sample is measured on
the scale of the phase-coherence length, L,, =V'D 1., i.e.,

Var(g)~1, (1.1)

where g is the dimensionless conductance (measured in
units of e2/h), D is the elastic diffusion constant, and Ti;l
is the elastic scattering rate. The exact value of Var(g)
depends on the measuring geometry and can be calculat-
ed in simple cases.>!!"!2 Both these “universal conduc-
tance fluctuations” (UCF) and the weak-localization
correction to the conductance can be interpreted as in-
terference effects arising from a particular subset of elec-
tronic paths which form closed loops while propagating
through the sample.”2% 14

In the case of UCF, it was explicitly shown that di-
agrammatic and numerical calculations based on different
disordered microscopic Hamiltonians gave exactly the
same values for the variance of the conductance,’ again
strongly suggesting the possibility of formulating a theory
of these phenomena which is independent of a particular
choice for the disordered Hamiltonian. Recently two
such theories have been developed on the basis of
“maximum-entropy models.”” One approach, which we
have termed global, treats the conductor as a whole; the
other, which we develop further below is termed local be-
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cause it is based on an ansatz for the behavior of small
segments of the conductor. The local approach presented
below builds on the original random-phase model of An-
derson et al.,’> and was developed by Mello and co-
workers;?! 24 the global approach?*~% built on initial
work of Imry25 and Muttalib, Pichard, and Stone,?® and
emphasizes the relationship between UCF and the theory
of random matrices developed by Wigner, Dyson, and
others.’°"3 Very recently, Mello and Pichard*® have
proved the equivalence of the two approaches in the
large-N limit (where N is the number of channels), an im-
portant limit studied in detail below.

Our starting point is very similar to that of Anderson
et al.® In Sec. II we consider a disordered conductor of
fixed width W and variable length L, described by a
transfer matrix which is the product of many (random)
transfer matrices determining the wave propagation
through each cross section of the conductor of micro-
scopic length. Fixing the width defines a discrete number
N of propagating ‘“channels” at the Fermi energy, and we
will be interested in the multichannel case (N >>1) as op-
posed to the purely 1D case (N=1). We note that even
the narrowest metal wires studied have N ~10*-10° (al-
though semiconducting microstructures are often in the
few-channel limit). The conductor in our model can be
scaled in the quasi-one-dimensional sense simply by in-
creasing the length of the random product of transfer ma-
trices. The conductance g of the system (in the two-probe
limit) is a simple function of the parameters specifying
the full transfer matrix, allowing a natural definition of
g (L) for each impurity configuration. The essence of the
approach is to factorize the transfer matrix in a manner
which separates out the “phase” factors and the “intensi-
ty” factors, where the conductance can be shown to de-
pend only on the latter. As we shall see below, in the
multichannel theory, the phase factors correspond to uni-
tary matrices, whereas the intensity factors correspond
roughly to the eigenvalues of MM T, where M is the
transfer matrix. In Sec. III we define two random-matrix
ensembles, characterizing systems with and without
time-reversal symmetry. The statistical distribution asso-
ciated with systems of very small length is then selected
on the basis of a maximume-entropy criterion; the “evolu-
tion” with length of that distribution is governed by a
Fokker-Planck or diffusion equation in N dimensions.
We shall see that the maximum-entropy ‘“‘ansatz” implies
that the above-mentioned phases are uniformly distribut-
ed (we shall refer to such a distribution as “isotropic”), so
that they can be averaged over with the appropriate in-
variant measure, leaving a tractable theory for the statist-
ical behavior of the conductance and related quantities.

It is well understood from the theory of random ma-
trices that if one chooses the distribution of a set of ma-
trices to be ‘“as random as possible” (in the sense of
maximum-information entropy), then its eigenvalues will
be highly correlated statistically.’”3® The crucial new
feature of our approach as compared to the original work
of Ref. 3 is that we treat correctly the statistical correla-
tions of the eigenvalues determining g, which are essen-
tial for producing the correct statistical behavior of the
conductance. A number of authors have recently
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stressed that the underlying origin of UCF is the eigen-
value correlations (“spectral rigidity””*®) characteristic of
random-matrix ensembles;''>>? here we combine that
insight with the random-phase model to arrive at a com-
putationally tractable theory of this and other effects in-
dependent of a particular microscopic Hamiltonian.

In Sec. IV we shall see that just from the isotropy
property of the statistical distribution we can obtain the
structure of the averages and correlations of transmission
and reflection coefficients, as a function of the channel in-
dices. Specific values for the various coefficients require
the solution of the diffusion equation, which is found in
the metallic regime in Sec. V. In that section we also cal-
culate the average conductance, and show that the weak-
localization correction comes out properly. The variance
is also computed, and found to be a pure number, in-
dependent of size and degree of disorder as expected from
Eq. (1.1).

The original calculations of UCF which arrived at Eq.
(1.1) were based on the Kubo formulation of linear-
response theory applied to a finite disordered conductor
connected to two semi-infinite ordered leads maintained
at a fixed voltage difference. It can be shown>® that the
conductance defined in this manner is exactly equal to the
sum of all the transmission coefficients relating the in-
cident flux in channel a on one side to the outgoing flux
in channel b,

(1.2)

where t is the transmission matrix. We refer to this ex-
pression as the two-probe Landauer formula because it re-
lates the conductance of the system to the total scattering
matrix of the system, an approach pioneered by Lan-
dauer;* this formula was first proposed by Fisher and
Lee’® and differs from the original Landauer formula.* It
is now understood3>*° that such a model corresponds to
an ideal two-probe measurement, in which the electro-
chemical potential difference is measured between reser-
voirs serving as current source and sink. However, the
majority of experiments on these systems are not per-
formed in this way, but are instead done in a four-probe
configuration in which a current is injected from a source
into a sink, and the voltage induced across the sample is
measured by separate voltage probes. It is now clear that
the behavior in this situation can differ significantly from
that predicted by Eq. (1.1), when the voltage probes are
spaced much less than an inelastic scattering length
apart, and an adequate extension of the theory,40 based
upon Biittiker’s multiprobe generalization of Landauer’s
formula**® has been developed. However, for the gen-
eral questions addressed here relating to the minimal
physical assumptions necessary to generate the phenome-
na of weak localization and UCF, we do not need to con-
sider the additional complications introduced by the mul-
tiprobe theory. We nonetheless emphasize the necessity
of using the multiprobe theory if one wishes to obtain
quantitative agreement (or even in some cases qualitative
agreement) with many experiments.
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II. THE SCATTERING APPROACH TO DISORDERED
CONDUCTORS: THE TRANSFER MATRIX

Employing the two-probe model described above, we
imagine the disordered system of interest to be placed be-
tween two semi-infinite perfectly conducting leads of
finite width. We assume the existence of boundary condi-
tions at the transverse surfaces which quantize the energy
of the transverse part of the wave function; the theory is
not sensitive to the detailed nature of the boundary con-
ditions and so we take them to be infinite hard walls for
definiteness. Then, in the perfect conductors, the scatter-
ing states at the Fermi energy satisfy the relation
k}=k2+k? where kp is the Fermi momentum, k the
longitudinal momentum, and k, the quantized transverse
momentum. The various k, (n=1,2,...,N), which
satisfy this relation such that k2> 0, define the N chan-
nels. Since each channel can carry two waves traveling in
opposite directions, the wave function on either side of
the disordered region is specified by a 2N-component vec-
tor; the first N components are the amplitudes of the
waves propagating to the right, and the remaining N
components are the amplitudes of the waves traveling to
the left. The scattering matrix S relates the incoming flux
to the outgoing flux

siF]=19] @.1)

where 1,0,1',0’ are the N-component vectors describing
the wave amplitudes on the left and right, respectively.
In this quasi-one-dimensional geometry, the S matrix is a
2N X 2N matrix of the form

I~
I~

S=

’ (2.2)

~
I~

where ¢ is the transmission matrix which yields the con-
ductance in Eq. (1.1) and r is the reflection matrix.
Henceforth 2 X2 matrices with underlined entries denote

2N X 2N matrices divided into N XN blocks. Current
conservation implies that
[I1*+[1'*=|0]*+|0"|?, (2.3)

which is equivalent to the unitarity of the S matrix.

Although the S matrix determines the conductance
through Eq. (1.1), it does not satisfy a simple composition
rule suitable for introducing a scaling approach. There-
fore we instead consider the transfer matrix which con-
tains the same information in a different form.

By definition, the 2N X2N transfer matrix relates the
flux amplitudes on the left-hand side of the disordered re-
gion to those on the right,

ulo)=[7].

(See Fig. 1.) Just as with S, we can write M in terms of
four N X N blocks a,f3,7, and 8, so that

a B
Yy 8
and from the definitions (2.2) and (2.5) one finds the rela-

(2.4)

= (2.5)
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FIG. 1. Schematic diagram indicating the action of the
transfer matrix M which connects incident flux I and outgoing
flux O on the left-hand side of the sample to the same quantities
O',.I' on the right-hand side. The sample has width W and
length L, and the number of channels N ~ (kW )? ! this is the
number of components to the vectors 1,0,I'’,0’. Below we
characterize the transfer matrix of a small segment solely by the
value of the electron elastic mean free path /, indicated by the
schematic of an electron traversing the sample in random steps
of this length.

(2.6)

2.7)

The flux conservation constraint on the transfer matrix

is easily found by reexpressing Eq. (2.3) in the form

[1)>=loPP=lo'|*—Ir'|*, (2.8)

which means from Eq. (2.4) that M preserves the Ayper-

bolic norm of the vector (§,). This defines a U(N,N)

(pseudounitary) matrix. An alternative way of expressing
the flux conservation constraint on M is

M'zM=3, . (2.9)
Here X, denotes the matrix
1 0

2 and Q designating the N XN unit and zero matrices.
Thus the requirement of flux conservation implies that
the transfer matrices M form a pseudounitary group
U(N,N); v=(2N)? is the number of independent parame-
ters specifying such a matrix, just as for the more familiar
unitary group U(2N).

In Ref. 26 it was shown that by performing a unitary
transformation on each M and imposing time-reversal
symmetry it was possible to map the set of transfer ma-
trices onto the real symplectic group Sp(2N,R). This
mapping allowed a minor simplification in imposing
time-reversal symmetry, but is not particularly useful in
the general case considered here, and will not be used
below.

If our transfer matrices M do obey time-reversal sym-
metry then (neglecting spin) they also satisfy the require-
ment

M*=3 M3

=x

(2.11)



(2.12)

If a magnetic field is present, time-reversal symmetry is
broken and our transfer matrices satisfy the requirement
(2.9) alone.

Any matrix M satisfying the flux-conservation require-
ment (2.9) can be parametrized as

E(l) Q (l+L)l/2 2\'_1/2
M= 0 E(3:) LI/Z (l+L)l/2
E(2) Q
X 0 =Urpy, (2.13)

where u ) (i=1,2,3, and 4) are arbitrary N X N unitary
matrices and A is a real, diagonal matrix with non-
negative elements A, A,, . .., Ay.

Note that the N real parameters {A,} are not the eigen-
values of the transfer matrix; however, it can be shown
that they play an analogous role to the N real eigenvalues
of Hermitian matrices (the more frequently studied case)
in that they are the natural parameters appearing in the
invariant measure (see Appendix A and Ref. 21). Alter-
natively, it can be shown from Eq. (2.13) that {A,} are
the N nondegenerate eigenvalues of the 2N X2N matrix
_—‘[M "M+ (MTM) '—2]. This connection is used
in the global approach, where the relationship of this en-
semble to the Wigner-Dyson random-matrix ensembles
was emphasized.

The time-reversal symmetry requirement (2.11) im-
poses the additional constraints

E(4):(2(2))* (2.14)

In this latter case, u ‘") and u * give rise to N? parame-
ters each, and A to N additional ones, in agreement with
the expected number of parameters, v'=N(2N +1). If
all the A, are different, the parametrization (2.13) is
unique, except for a set of zero measure. However, in the
absence of time-reversal symmetry, (2.13) contains
4N2+N parameters, i.e., N more than is needed to speci-
fy an arbitrary matrix with U(N,N) symmetry. This
redundancy of the parametrization arises because a ma-
trix M parametrized as in (2.13) is unchanged if the uni-
tary matrices appearing in the parametrization are sub-
ject to the transformation

U—~UG, ¥-G 'V, (2.15)
where G is the diagonal “phase matrix”
() 0
Z 0
= 0 ¢ (n (2.16)

where (Z(”))ij=8,-jexp[inj]. Up to the N phases in-
volved in (2.16), the parametrization (2.13) is unique, ex-
cept for a set of zero measure (if all the A, are distinct).
The invariance of M under (2.15) could be used to elimi-
nate N parameters in the u ) of (2.13). However, we
shall choose the alternative of keeping the generality of
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(2.13) and adding N trivial phase parameters to those
needed to specify an arbitrary matrix in U(N,N). This is
a convenient procedure because any sensible probability
distribution for the M matrices must be invariant under
the transformation (2.15) and therefore the N additional
phases in (2.16) will drop out of the calculation of any
statistical quantity just by normalization of the distribu-
tion. Thus the parametrization (2.13) will be used sys-
tematically throughout the present paper.

Having established our canonical parametrizations, we
can express the transmission and reflection matrices and
other related quantities in terms of these parameters us-
ing Egs. (2.6) and (2.7). One then finds for the reflection
and transmission matrices

r=—8"'y=—(u A +1)""1"% 2.17)

£=(QT)_I=E(1)(l+2‘:)_1/2£(2) . (2.18)
The reflection and transmission coefficients R,, and T,
into channel ¢, when the channels are fed from the left
with N incoherent unit fluxes, are then given by

Raz(ﬂt)aa=[£ @h(1+A) "1 D],
A
— 2 |u(4>|2 o
(2.19)
Ta=(ﬁf)aa=[ﬂ“)(1"'7»)_114_“”]“
PE
—2 144, ° (2.20)

The total reflection and transmission coefficients (for
one direction of spin) are then given by

Ao
R= = .
§R,, 2 e 2.21)

1

T=>3T,= (2.22)

S-S
The two-probe conductance g, given by Eq. (1.2), is exact-
ly equal to T, the total transmission coefficient for both
spin directions; as we will not be considering spin-
dependent scattering below, spin degeneracy only con-
tributes a trivial factor of two to Eq. (2.22); so for con-
venience we will henceforth consider the case of spinless
particles. Spin-dependent scattering, leading to the ana-
log of the symplectic ensemble,>* has been treated recent-
ly by Zanon and Pichard.?’ Equations (2.19)—(2.22)
represent the connection between the parametrization of
the transfer matrices introduced in Eq. (2.13) and physi-
cally measurable quantities. Note the crucial fact that
the conductance depends only on the real parameters
{A,}, and is independent of the matrix elements of the
unitary matrices u () Thus all M matrices with the same
values of {A,} have the same value of g, naturally sug-
gesting that we consider probability distributions for the
M matrices in which all u‘” are equally probable, i.e.,
which depend on the u ‘) only through their invariant
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measure. We introduce such a statistical ensemble in the
next section.

III. THE ENSEMBLE OF TRANSFER MATRICES

We first define the invariant measure (or Haar’s mea-
sure) du(M) on our group of M matrices: this concept
will be essential in the analysis that follows. By
definition, the measure du(M ) remains invariant when all
the M’s are multiplied by a fixed one M,. We shall ex-
press du(M) in terms of the parameters of Eq. (2.13); as
in the classic random matrix ensembles,?* the cases with
and without time-reversal symmetry can be treated at the
same time, by introducing a parameter 3 that takes on
the values 1 and 2 in the two cases, respectively. The
case B=1 is studied in Ref. 21 and case =2 is outlined
in Appendix A. The result is

di(M)=du(M) [d,u(G)]B_l
—JB(MHdA Hd,u
i=1
JB(L)z H |)"a_}“b|ﬁ .

a<b

(3.1a)
(3.1b)

Here, du(G) is relevant for =2 and, in terms of the
phases of (2.16), is given by

N
dp(G)=2m) "V [ dn, -

a=1

(3.2)

We now consider a collection or ensemble of random
conductors of macroscopic length L, and describe it in
terms of an ensemble of M matrices defined by means of a
differential probability dP; (M ). For =2, as discussed
above, in order to use the parametrization (2.13) it is use-
ful to add the redundant phase variables 7, ...,y of
(2.16) in the analysis, even though dP; (M ) never involves
them. We thus define

dP,(M)=dP; (M)[du(G)1P! (3.3)
which we split as
dP,(M)=p, (M)da(M) , (3.4)

where the probability density p; (M) is independent of 7,
and dfi(M) is given by (3.1).

The probability density p; (M) must satisfy the follow-
ing combination requirement. Suppose that we put to-
gether two wires of lengths L’ and L'’ and transfer ma-
trices M ',M "': the resulting length and transfer matrix
are L=L"+L’' and M=M"+M', respectively. If we
designate by p;(M ') and p; (M ') the two respective
probability densities and assume M ',M " to be statisti-
cally independent, the resulting probability density is
given by the “convolution”

ProsrAM)= [pr (MM~ p (M dE(M ).

In other words, p; (M) must be reproducible under con-
volutions: the convolution of two p,’s is another p,,
whose index L is the sum of the two indices. We shall see
that his requirement imposes severe restrictions on our

(3.5)
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probability density.
In Eq. (3.5) let us set L''=L, L'=8L, considering 8L
as a small, but still macroscopic, length. We have

Prisc(M)= [ pL (MM ' ~V)pe (M VdE(M ") .

If we knew ps; (M '), we could construct p; (M) for arbi-
trary lengths by successive convolutions: ps; (M ') is
thus our building block.

In a complete theory, we should be able to impose the
appropriate physical requirements that would allow a
unique determination of the building block. Since at the
present stage we have not reached that goal yet, we pro-
pose an “ansatz” for pg; (M '). We choose the statistical
distribution that maximizes Shannon’s information entro-
py

S(psr]=— [ Por(M nlps (M) dEM ") ,

(3.6)

3.7)

constrained by the condition that ps; be normalized and
that the average
Nl )y, 1

== .8
8L 1 3.8)

be fixed. It follows from (2.21) that for small {A}};
N " ltrA’ is the total reflection coefficient (summed over
the exit channels and averaged over the incident ones);
thus (3.8) represents the reflection probability per unit
length, which is the inverse of the mean free path [ for
backward scattering.

The resulting distribution can be written as

DPsL(M )=exp(p—vtrd') , (3.9
where u,v are Lagrange multipliers. It represents, for
small lengths, an ensemble of M matrices that is as ran-
dom as possible given the constraint (3.8) and the normal-
ization condition.

The building block (3.9) is isotropic, i.e., independent of
the unitary matrices u ‘) of (2.13). The proof given in
Ref. 21 that the convolution of two isotropic functions is
again isotropic is independent of whether we have time-
reversal symmetry or not. It implies that the building
block (3.9) generates, by successive convolutions, only
functions of A. The distribution p; (M) for an arbitrary
length L is thus isotropic and will be designated by p; (A).

An isotropic distribution implies, by (2.18), that flux in-
cident on one channel is transmitted with the same prob-
ability into any channel. Intuitively, this seems reason-
able if the system is long compared with the mean free
path / and the width W. We shall indeed see that the
present model yields the same results as detailed micro-
scopic calculations performed in the diffusive regime
(L >>1) and for quasi-one-dimensional systems (L >>W).

Additional constraints would have to be imposed in or-
der to describe a more selective feeding of the channels.
The resulting p; (M) would no longer be isotropic and
the whole analysis would certainly be more complicated.
We have not undertaken such a generalization yet, and
we leave its study for the future.

We now go back to the “evolution” equation (3.6), with
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the ansatz (3.9) for the building block. If we expand (3.6)
in powers of 8L and take the limit 6L —0, we find a
Fokker-Planck or diffusion equation for our probability
density. The same procedure used in Ref. 21 for f=1
can be used for =2 and we shall not repeat the details
here. The essence of the derivation is the following: Eq.
(3.6) relates the probability density of transfer matrices
M(L+8L) to that of M '(L) and M '(8L), where the
latter is given by Eq. (3.9). p; 5. (M) depends only on
the parameters {A,}, whereas P; (M ") depends only on
the parameters {A},}, with A}, =A, +8A,,, which, as noted
above, are related to the elgenvalues of the Hermitian
matrix H(L)=M "M ", One can express
H(L+8L)=H(L )+Aﬂ(1\_l ", M'), and then use pertur-
bation theory to express A+8A in terms of the A and the
matrix elements of AH. The average (3.6) is then per-
formed, over the sets u ', u " with the invariant mea-
sure of U(XN), and over the parameters {A,} using Eq.
(3.9). Just as in Ref. 21, it is convenient to introduce the
probability density w; (A) for the variable A, which, from
Eq. (3.1) for the invariant measure, is related to p; (1) by

The resulting diffusion equation for w; (A) can be writ-
ten in a unified way for f=1,2 as

dwP(r) 2
3s BN+2—3
x 3 D ;»,,(1+;\a)J,,(A)—‘L—w—f;—)(—&l :
2 o, an, T2
(3.11)
where
s=L/I (3.12)

is the length of the conductor measured in units of the
mean free path. From (3.9) and (3.10) we see that the ini-
tial condition must be

wo(A)=38(A) . (3.11")

IV. SOME CONSEQUENCES OF THE ISOTROPY
OF THE STATISTICAL DISTRIBUTION

The fact that our ansatz (3.9) for the building block is
isotropic and, as a result, the statistical distribution
pr (M) for arbitrary lengths—obtained from pgs; (M) by
successive convolutions—is also isotropic, has important
consequences. We shall see that just from the isotropy
assumption we can obtain the structure of both the aver-
age and covariance of the transmission and reflection
coefficients as a function of channel indices.?> It is only
the specific value of the various coefficients which de-
pends on the solution of the diffusion equation (3.11).

The transmission coefficient T, is defined as |z,,|%, t,
being the ab matrix element of Eq. (2.18). From Eq. (3.1)
for the invariant measure, u ‘!’ and u ‘?) are statistically
independent (in both cases S=1 and 2), each being distri-

buted according to the invariant measure of the unitary
group U(N).

The average of T, is then given by
(T ) P= 2 Q20 ((r,7p)' 2) P, @.1)
where
g 4.2)
¢ 144, )

The last factor in (4.1) is an average evaluated with the
probability distribution wP(1), i.e., the solution of the
diffusion equation (3.10), for which we need not be more
specific for the time being. The factors M occurring in

Eq. (4.1) are a particular case of the general average*~*°
aag, ..., a, a, —_ . X *
Qa'la; ..... a, o, <(ua' 4 ua,'na'm)(uala u“mam) )0
(4.3)

performed with the invariant measure of the unitary
group (indicated by the index 0).
In Ref. 44 it is shown that

Mgq = 5“'"—]5“'“ (4.4)
so that Eq. (4.1) becomes
(T )‘SB’=—<;—2) : 4.5)
Here
=37u=3 1+17La 4.6)

[see Eq. (2.22)] is the total transmission factor into all
channels, when the incident ones are fed with N in-
coherent unit fluxes.

Next we calculate, from Eq. (2.18), the crossed second
moment

(T Ty )P = 2 QLear.QTh,
a,y,a,y’

X((Tafyq'arry')l/z)(f) . (4.7)
In Refs. 44 and 45 the Q coefficients of Eq. (4.7) are
shown to be

wil by =Sy (8arBh 855+ 80:53.80:5%)
N
1
————(82.85,85.5% +8£.68.6285,) .
N(N2—1) “PTeTF e
4.8)
The covariance
Ch ot =Ty Ty ) =Ty Y Typ) 4.9)
can now be calculated, with the result
Clyat =[AN{T?) —By(T;) 18,84
F[ANCT,) =By {T?*) (8,0 +84)
+[AN(T?)—N?By(T,)—Cy{T)]. (4.10)
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Here we have defined

1
=3 —",
k §<1+xa>k
__(N?+1)
TNt @.11)
2
By=—->"—
NONANE—1)2
1
CN—F.

Equation (4.10) is exact. As a check, we can easily verify
that the sum of (4.10) over a,b,a’,b’ gives precisely
VarT. The structure of (4.10) is the same for B=1,2 al-
though the explicit value of the coefficients of the 8 func-
tions does depend on the specific value of .

In Ref. 14, Eq. (3), three types of terms are also ob-
tained: setting W <<L (quasi-1D systems), they are seen
to have essentially the structure provided by the 8§ func-
tions of our Eq. (4.10). The difference is that our

Kronecker &’s (that we can write as §,,,=8 ag,=0° with
a

Ag,=1g,—q,|, g, being the transverse wave vector la-
beling the channel (the eigenmode a), are replaced by
functions which are peaked at the wave vectors which
satisfy the appropriate Kronecker 8’s in our calculation,
but decay over some distance in momentum space.

We now turn to the study of the reflection coefficient
R, =|re|% 1, being the ab matrix element of Eq. (2.17).
Because of the relations (2.14) for B=1 the structure of
{R_, ) now depends on the specific value of 3.

We start with B=1 (time-reversal symmetry), when
uP=y (2’*. We have

(Ry)P=V=3 01 (papp) )=V, (412)
ay
where
Ao
Pa=T0 (4.13)
Making use of Eq. (4.8) we obtain
(R)E=Y
(B=1)= - s
(R ! (1+8“b)N(N+1) , (4.14)
J
CRB=1 = 1

ab,a’b T NAN2Z—1)(N2— 4 N>—9)(N+1)2

where

A
R=SR, = d
Z; ab §1+xa

(4.15)

is the total reflection coefficient.

Equation (4.14) means that backward scattering to the
same channel is enhanced by a factor 2, as compared with
the scattering to any other channel. This is precisely the
prediction of weak-localization theory, where the argu-
ment is that the various paths contribute with random
phases, except for a path and its time-reversed one, which
contribute coherently and give rise to a factor of 2 in the
backward direction. The same argument predicts that
when a magnetic field is present and hence time-reversal
symmetry is destroyed, the above-mentioned enhance-
ment is absent.

We can easily check the prediction of our model for
the case B=2. In this case « * and u ¥’ are no longer re-
lated, but, according to (3.1), they are statistically in-
dependent, each being distributed according to the in-
variant measure of the unitary group U(N). We then find

(Rp)P™V=3 052078 (pop,) ) E72 (4.16)
ay
and, using (4.4)
_,, (R)F?
<Rab >.(SB_2)= N2 ) (4.17)

showing, indeed, the absence of the backscattering
enhancement.

We can similarly calculate higher moments of R,,. We
start with f=1. We have the crossed second moment

(RypRys )= 3 QUaibray

a,y,a,y’
X (papypapy)?)EL .
(4.18)

The Q factor needed in Eq. (4.18) was calculated in Ref.

45; using that result one finds, for the covariance
CR vy ={RRop) =Ry I{Ryy) , 4.19)

the expression

X {2N(N+1DAN3*—6N2+11N —6)[{ R2)P=1+2( R, YP=18 1y 0p
+(N+1)?[(N*—4N3+3N2—4aN+12){R, )PV —2(N3—4N2+N+6)(R?)B=1)
X[2(8gp0 T 8app +8aa'p T 8parp) (808 8584731
+(N+ 1) [(N*—2N3—5N?—2N+24)(R, )P~V —4(N3—4aN?*+ N +6)(R?)F=1)]

X [80:8pp+ 880+ (148, )(1+8,,)]
—(N2=1)(N2—4)(N2=9)({ R YB=V2(1+8,, )(1+8,,)} .

(4.20)

In (4.20), the generalized & functions are defined to vanish unless all its indices coincide, in which case it takes the value

1.
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In (4.20) we have defined
A, |
1+2,

R,=3%

}S

4.21)

Equation (4.20) is exact. As a check, we can verify that the sum of (4.20) over a,b,a’,b’ gives precisely VarR.
On the other hand, for 3=2 we obtain an expression with exactly the same structure as that of Eq. (4.10) for the co-

variance of transmission coefficients, i.e.,

CRETY =(Ay(R*) B2 =By (R, Y FT2)8,,8 + (A (R, Y P2 =By (R?)FT)(8,, +84)

+[Ay(R*) BT —By(R,)F"V—Cy((R)F2Y] .

(4.22)

Equations (4.20) and (4.22) for the covariance of reflection coefficients constitute a new prediction of the present model.
The expectation values of T,T,,T% R,R,,R? [evaluated with the probability density w# (1) of Eq. (3.11)] which ap-
pear in all the above expressions will be calculated in the next section.

V. CALCULATION OF EXPECTATION VALUES

We now go back to our basic diffusion equation (3.11). This equation governs the “evolution” with length of the
probability density wP'(A) and, as a consequence, the evolution of the expectation value of any function F(A) of in-

terest.

Multiplying both sides of (3.11) by F(A) and integrating over {A,}, we obtain, for the expectation value

N
(FYP= [FowP Q) 1 dA, ,

a=1

the evolution equation

2

%(BN+2—B)8S(F)§B)=<2 xa(1+xa)a}5+(1+2xa)
a a

Two expectation values considered in Ref. 21

which can be computed by an exact solution

of the diffusion equation are the centroid of the
A u={(N"ISN_A,), and the quantity
E=(N7!'S$,In(1+1,)). In the general case one finds
the same solutions hold, independent of 3,

p=1e*-1), (5.3)
t=s . (5.4)

One expects on very general grounds that for a system
of fixed N (fixed width) as L — o the states will become
localized and the conductance will become exponentially
small with L. It is worth noting that neither Eq. (5.3) for
u nor Eq. (5.4) for £ rigorously imply strong localization

J

(5.1)
JF JF
Y Ral1H2,) =Ryl 25) o
2 aéb }"a_}"b >§B) ' '

in this sense, since the conductance in the strongly local-
ized limit would be dominated by the behavior of the
smallest A, unlike u or {. For example, u could grow ex-
ponentially even if one of the A, were identically unity,
whereas the average conductance would always be larger
than unity. Nonetheless, in 1D (N=1), the diffusion
equation is known to predict strong localization*® and re-
cently it was shown by LeDoussal*’ that (3.11) does give
exponential localization as L — « for fixed N > 1. In the
rest of this section we will focus on the study of the mo-
ments of the conductance (total transmission coefficient)
in the weakly localized (or metallic) limit of (g)>>1,
which we find can be obtained by studying the limit
N — o for fixed s.

Setting F=T7, Eq. (5.2) gives the evolution of the pth
moment of T as

(2—B+BNRATPY P =(—BpT? *'—(2—B)pT? ~'T,+2p(p — TP " AT,— T3P, (5.5)

where T was defined in (4.11)

We see that on the right-hand side of (5.5) there appear quantities other than { 72)'#, so that their evolution equa-
tions are needed as well. In Appendix B we obtain the evolution equation for the quantity ¢ °'T, YB), from which we
can find the various expressions of interest as particular cases. Aside from (5.5) we obtain N

(2—B+BN)3,(TPT, )P =([2BT? T2 —B(p +4)T? T T, +2(2—B)TPT,—4(2—B)TPT,—(2—PB)pT? ~'T}]
+8pTP T, —T,)+2p(p—1)TP " AT3—T,T;))P , (5.6)
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(2—B+BN) A TPT;)P=([—B(p+6) TP 'T;+6BT? *'T,—3BTPT:]+6(2—B)T"T,—9(2—B)T*T,

—(2—B)pTP T, T, +12pT? " NT,—Ts5)+2p(p—1)T? T, T,—T3))#P,

(5.7)

(2—B+BN)DATPT3)YP=([—B(p+8)TP "1 T2+4BTP 2T, 1—(2—B)pT? " 'T3 +4(2—B)TPT3—8(2—B)T?T, T,

+2p(p—1)TP T, —T;)T3+16TX(T,—Ts)+16pTP "' T,(T;—T,))P .

We observe that every time we write down an evolution
equation, we find, on the right-hand side, new quantities
that had not appeared before. This being the case, look-
ing for an exact solution is out of the question. An ap-
proximate solution can be found, though, if we realize
that in the cases of physical interest the number N of
channels is very large, so that N ! can be thought of as
playing the role of an expansion parameter. In the limit
N >>1 we shall thus seek the solution to the foregoing
coupled equations as a series in decreasing powers of N.
This procedure is similar to that devised by van Kampen
in statistical mechanics, where the inverse volume ¥ ! is
the expansion parameter. We note that because the sta-
tistical quantities of interest, the moments of the conduc-
tance, can have a very strong dependence on the sample
length L, this procedure is not guaranteed to give the
dominant behavior as the system size is scaled to infinity
at fixed shape. Nonetheless, since it is in some sense an
expansion for large conductance, we may expect it to give
a reasonable description of the metallic regime, which we
can compare with calculations based on microscopic
models; it turns out to work very well in certain limits to
be discussed below.

We thus propose the following expansions:

NP ps3 p—1

TP)P = 8 N
(e (1+s)? Pl 3(1+sp+2

P
90(1+s)P**

The two square brackets in Eq. (5.14) are polynomials in
s, explicitly given in Appendix C.

We are interested in the diffusive regime, in which the
length L of the system is much larger than the mean free
path /, but much smaller than the 1D localization lengths
&, ~Nl, ie.,

| <<L << NI (5.15a)

or

1<<s<<N . (5.15b)

We analyze separately the first and second moments of 7.

A. The first moment of 7

We study independently the two cases B=1,2.

([(11p—9)s®+ -+ 185 +[(3p—5)s¥+ - - 185 NP 72+ - -+ .

(5.8)
[
(TP) =NPf,o(s)+ NP7 f,(s)
+NP T2 p(s)+ e, (5.9)
(TPT,)=N""lg,  o(s)+NPg,  (s)
+Np_1gp+1,2(s)+ ey, (5.10)
(TPT3),=NP"'h, . o(s)+NPh, , (s)
NPT, () (5.11)
(TPT3) =NP 2L, ) o(s)+NP UL, 45 1 (s)
+Nplp+2’2(s)+ cte (5.12)
with the initial conditions
Fom(0)=g,,(0)="---=8,, . (5.13)

We introduce the above expansions in Egs. (5.5)—(5.8)
and equate the coefficients of the various powers of N.
This is done in Appendix C, where it is shown that at
every order we have a closed set of coupled equations to
solve.

One of the basic results of the analysis is the pth mo-
ment of the total transmission coefficient. From Egs.
(C23) we find

(5.14)

1. Time-reversal invariance (B=1)

If we use the left-hand side (LHS) of (5.15) to expand
the denominators of (5.14) in powers of s we get

N N
THD _

_1
s 3

1_z+...]
S

“+

45N (5.16)

From the right-hand side (RHS) of (5.15), the leading
term in each bracket of (5.16) is smaller than the leading
term in the preceding bracket, i.e.,

N >> 1 > —
s 3

In what follows we shall find particularly interesting the

>> e, (5.17)
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situation in which the second and higher terms of the first
bracket are negligible compared with the leading term
—1 of the second bracket. For this to occur, it is enough
to request that N/ s2<<1/3, which implies the additional
condition

VN <<s . (5.18)
In this case we have

(T)L‘E%I—%-l— e (5.19)
Conditions (5.15) and (5.18) can be combined as

VN <<s <<N . (5.20)
Since

N=(kzW) 1, (5.21)

W being the transverse dimension of the system and d the
dimensionality, (5.20) can be written as

kgl N kp W) =972 << _Ln7 <(kpDksW)¥ 2. (5.22)
Ford =2
kpl
—F L kgl (5.23)
VkpW w
and for d =3
kpl <<% < (kgD kW) . (5.24)

Since kpl>>1 in the metallic regime, the LHS of (5.22)
implies that, for d =3, L /W >> 1, which corresponds to a
quasi-1D system. This situation is thus very relevant to
us, since it is the case where, in Sec. IV, we were able to
obtain a good description of the correlation between
transmission coefficients. For d =2, the LHS of (5.23)
hardly implies any restriction of L /W, since it could be
satisfied, for instance, for L /W =1 [which would imply
W >>1(kgl)).

Now we go back to Eq. (5.19), which was obtained un-
der the above restrictions. We recognize the first term as
Ohm’s law, while the second term is a negative correc-
tion, just as occurs in weak-localization theory. It is
shown in Appendix D that the weak-localization correc-
tion to (T), calculated by diagrammatic techniques,
gives precisely the value —1 found in Eq. (5.19), in the
limit L /W >>1 and for arbitrary d. The fact that for
d=2 Eq. (5.19) gives the same correction even for a
square is a weakness of the present model, since it is well
known that the weak-localization correction in 2D de-
pends logarithmically on the system size.! We noted this
shortcoming of the model earlier, and we shall return to
it later. If we were to request that the second and higher
terms of the first and second bracket in (5.16) be negligi-
ble compared with the leading term s /(45N ) of the third
bracket, it would be enough to request that
N /s%,3/s <<s /(45N ), which, in addition to (5.18), would
imply the condition

N «<s . (5.25)

IR

(T could then be expressed as

N 1 1
T (1):____+ — .
(r); L 3 45NI
We could thus write an expansion of { 7')!!, with the
first m terms consisting of descending powers of NI/ /L
(which then plays the role of the expansion parameter),
provided that

(5.26)

Nm=0/m oo <N . (5.27)

For a given m, we need N large enough, in order to leave
“enough room” between the LHS and RHS of (5.27) to fit
sin between. Substituting N = (kW )¢ 1, (5.27) gives

(kFl)(kFW)Um—l)(d—l)—m]/m

« % < (kpl)kpW)=2 .  (5.28)
For instance, for d =3 we have
(kpl kp W)™ =272 << —Lu; «<(kplXkpW), (5.29)

which implies a quasi-1D system (L /W >>1) for any
fixed m = 2.

If instead of a quasi-1D system we were to consider a
cube (W=L), Eq. (5.16) shows that the leading correc-
tion to Ohm’s law would be given by the second
term, —N /s?>=—(kpL)? 3(kpl)?, whereas the result
from weak-localization theory is proportional to
—[(L/1)¥"2—1]/(d—2). We shall thus restrict our
analysis to a quasi-1D geometry.

2. No time-reversal invariance (B=2)

Now the second term in (5.14) is absent, so that using
s >>1 we obtain

(1)@=

— ...
S sz

N N ]_
(5.30)

In the quasi-1D approximation discussed above we
have

(T>§2)=1—VL— L (5.31)

L 45NI

The fact that now there is no contribution from weak lo-
calization to the order (NI /L )° is a well-known effect of
the absence of time-reversal symmetry.

B. The variance of T

Even before expanding the first two terms of (5.14) in
inverse powers of s, they cancel exactly in the calculation
of VarT, giving

1 8[8ﬁ1(6S8+ ce)

VarT=——"——
45(1+s)

+ 184658+ -+ )] . (5.32)

In the limit s >>1 we thus have
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The leading term occurring in Var(T) is thus indepen-
dent of the number N of channels (determined by the
cross section of the wire), the length L of the conductor,
and the mean free path /. The rms conductance fluctua-
tion (now including the factor of 2 for spin degeneracy) is
thus a pure number, i.e.,

VarT = (5.33)

V'8/15=0.730

V4/15=0.516 ° (5.34)

V' Varg = [
These are precisely the values found in Ref. 9 in the
quasi-1D case, with the use of microscopic Green-
function techniques. The reader is reminded of our
caveat in the Introduction: the experimentally measured
value of V'Varg depends on the inelastic scattering
length, and typically on the geometry of the measuring
configuration. Although it is always found to be of order
unity when the voltage probes are spaced approximately
one elastic length apart, the conductance fluctuation ex-
periments cannot be quantitatively compared with the
T =0 two-probe theory. However, in an optical experi-
ment in which one directly measures transmission fluc-
tuations, there appears to be no reason why one could not
measure the “two-probe” values to high accuracy. In
this case it is crucial to remember that the conductance is
the total transmission probability if all incident modes
are equally and incoherently occupied. Since this is not
the usual boundary condition in optical experiments
(there is usually one incident mode occupied, or many
coherently occupied), one would have to sum the
transmission coefficients for N different measurements in
order to study the analog of the conductance.

So far we have analyzed the consequence of Eq. (5.14)
for the pth moment of the transmission coefficient, for
which we proposed the series expansion (5.9). In the pro-
cess of solving the coupled equations in Appendix C, the
other quantities appearing in (5.10)-(5.12) are also ob-
tained. For instance, for { T?T, )#) one obtains

2534652465 +3
(rrT?)P = NPT1
s 3(14+s)y T
7 ..
__10p+14)s ++7 No—+ - - - (5.35)
45(1+s)?

2
CaTI;,fz'b' = < Tab >s< Ta'b' >s 8aa'8bb’+ 3( T>
s

Here we have dropped the index B in (T,, ), and (T),
because the leading term is independent 3 [see Egs. (5.26)
and (5.31)]. We have also assumed s =L /I >>1, as usual.

Equation (5.38) has precisely the structure of Eq. (3) of
Ref. 13 (where B=1 was considered). Thus, as already
noted in the previous section, while our approach may
miss some subtle correlations between nearby channels, it
does correctly describe the ‘“‘global” fluctuations in
transmission and conductance. Assume, for instance,
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In the quasi-1D approximation discussed above, we
have
2

{ T"Tz)gﬁ)= 3

(5.36)

We now realize that with the results obtained in this sec-
tion we can complete the calculation of the covariance of
transmission and reflection coefficients initiated in Sec.
IV. This we carry out as our last task in this section.

We denote the three terms occurring in C;,;’arbf, Eq.
(4.10), as C”’,C(Z),Cm, and realize that, with regards to
their N dependence, they have the structure

A B C
F+F+F+ ctt lsaa'sbb,

T.B, —
ab,a’b’

D E
+ [F‘FF‘*" ttt }(Saar—i-sbb/)
+ %‘i— (5.37)

Suppose a,b,a’,b’ are such that ¢ ¢c? and Cc® con-
tribute. Then A gives the leading term of C7. If the &
functions eliminate some of the C'?’s, the leading term of
CT is given by the leading term of the first nonzero row
that occurs in (5.37). Suppose that we calculate only the
leading term of each C'”, i.e., 4, D, and F. We are clear-
ly neglecting higher-order terms in one row, while keep-
ing terms of that same order in the following ones. But
by doing so, we get precisely the leading term of the re-
sulting C7, no matter if some of the C'” are identically
zero or not; what we lose, of course, is the next-order
term of the resulting C T For instance, for C,Tz,lz, c,
C?, and C*® contribute and 4 /N? is the leading term;
for C{, 13, C? and C® contribute and D /N? is the lead-
ing term; for C1T3‘24, only C® contributes and F/N* is
the leading term: only A4,D,F are thus needed if all we
want is the leading term in each case. Using the results
of the present section, appearing in Egs. (5.14), (5.26),
(5.31), (5.33), and (5.36), we can write the covariance of
the transmission coefficients as

1+8p
15(T, )?

[
that a single mode b is excited on the left and we are in-
terested in fluctuations of T,, and T,=3,T,,, which
represent, respectively, the transmission coefficient to a

single channel a and to all channels on the right. From
(5.38) we find

(5.38)

Var(T,,)={T,)? (5.39)

just as in Eq. (5) of Ref. 48, and
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2\ — Ar2_ 2
Var(T, )= =2 (5.40) (R?*)=N>—2N(T)+(T?), (5.41b)
3NL
in agreement with Refs. 13 and 49. VarR =VarT, (5.41c)
Finally, we turn to the covariance of the reflection ( R, Y=N—2(T)+( T,) . (5.41d)

coefficients, Egs. (4.20) and (4.22). The various averages
of R which are needed are related to the corresponding

averages of T by
(R)=N—(T), (5.41a)

8aa’sbb' + 8ab'sa'b 1

CEEG =(Ry Y (Ryy) 1735,
a.

In the same approximation we find for =2, from Eq.
(4.22),

CREZ2=(R s Y Ryr) |BaaBpr— o (B +84)

(R)
16
— (5.43)
15(R )?
From Eqgs. (5.42) and (5.43) we find
Var(R,,)=(R,)?, (5.44)

just as in Eq. (10) of Ref. 48.

We see from Egs. (5.42) and (5.43) that we are not enti-
tled to neglect correlations between reflection coefficients
(as was suggested in Ref. 48), any more than we are in the
case of transmission coefficients. In particular, both have
a “long-range” term (the one with no Kronecker 8’s) of
the same order of magnitude. Such correlations between
reflection coefficients can be measured in an optical ex-
periment; however, a careful analysis of the data is re-
quired to compare with the above results.

VI. SUMMARY AND CONCLUSIONS

In this and earlier work we have defined two additional
random-matrix ensembles consisting of random-transfer
matrices whose statistical properties are determined by
the diffusion equation (3.11), for the case f=1,2. In
terms of their symmetry properties these ensembles bear
a close relationship to the orthogonal and unitary ensem-
bles of the classical theory of random matrices.>**° How-
ever, their statistical properties are much richer since
they depend in general on two parameters, N, the num-
bers of channels, and s =L /I, the system length in units
of the elastic mean free path. We have shown that in the
large-N limit these ensembles give statistical behavior of
the conductance consistent with all the known quantum-
interference effects in the metallic regime for samples
much longer than they are wide. Since the ensembles are
specified only by symmetry considerations, the isotropy
assumption, and the maximum-entropy hypothesis for
the transfer matrix describing an infinitesimal segment,
we have demonstrated a minimal set of assumptions
needed to generate these quantum-interference effects

+ (R) (Sabsa’b’aaa’_Saa’_sbb’_aab’—aba’)+

The same discussion following Eq. (5.37) applies here,
so that only the leading term in the factor of each 8 func-
tion is needed. In the limit s=L /I >>1 we then get

32

MIS(R y2 (5.42)

without any specifications relating to the microscopic
Hamiltonian. The generality of these properties, made
clear in our approach, is in our view the essence of the
scaling theory of disordered conductors.

The weakness of the theory we have presented up to
this point is that it has not been shown to generate the
crucial dependence of the scaling properties of the con-
ductance on the spatial dimensionality. As noted above,
the large-N approximation is not really a controlled ex-
pansion, since the dependence of the various statistical
quantities on length is not known in advance. Only after
performing the expansion is one able to identify the limit
to which it corresponds, which turns out to be the quasi-
one-dimensional metallic limit. An important question is
whether the theory in its present form contains all of the
important behavior, and is it only our inability to calcu-
late statistical quantities exactly which prevents us from
seeing this or whether the basic assumptions of the model
need to be changed.

It appears that in fact the model is essentially incom-
plete, since it only depends on the total number of chan-
nels N « (kzL)?~!, and not on their connectivity. Thus
the model necessarily predicts, e.g., the same average
conductance for a 2D strip or a 3D bar of the same
length, as long as the total number of transverse channels
is the same. This property can lead to a contradiction
with the behavior expected from the scaling theory of lo-
calization.?* Imagine choosing a value of k! >>1 such
that in 3D the system has extended states, and start with
a small square of side L, and bar with the same value of
N=kpLy/m>>1; initially both systems are Ohmic and
they have the same value of (g ) =NI/L,. If we increase
the size of both systems, keeping N=kyL /m equal in
each conductor (so the square remains square, the bar be-
comes more and more elongated), then eventually the
square will cross over to the 2D strongly localized re-
gime, and (Ing ) ~ —2L /. For the bar it is easy to see
that it will never have exponentially small conductance,
since the conditions of N=k L /7 and kgl >>1 imply for
the bar that (kpl)L << NI, i.e., the sample length is al-
ways much less than the quasi-1D localization length,
N13 Hence the two systems must eventually have
different values of (g ), a difference that cannot be gen-
erated within the present model. We believe that at
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minimum the isotropy assumption, which is only intui-
tively plausible for quasi-1D systems, must be dropped in
order to describe correctly the 2D and 3D behavior. In
conclusion, we have presented a new model for disor-
dered conductors which naturally incorporates the notion
of universality implicit in the scaling theory of localiza-
tion, and which is analytically tractable in a physically
relevant limit; quasi-one-dimensional metallic conduc-
tion.
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APPENDIX A: THE INVARIANT MEASURE

We shall find the invariant measure for the case =2
(no time-reversal symmetry), following very closely the
derivation given in Appendix B of Ref. 21 for f=1.

Therefore, we merely indicate the main steps of the
proof, presenting with a little more detail only those
points that involve a conceptual difference.

The method is based on the following observation. If

we have v independent variables x; (i=1,2,...,v) and
the arc element (not necessarily positive definite)

ds’="3 8;j(x)dx;dx; (A1)

ij=1
remains invariant under the transformation
x;=x;(x},...,x,), then the volume element
v
dv=|detg(x)|' [T dx; (A2)
i=1
remains invariant under the same transformation.
Using (2.2) we can prove that
ds*=Tr(Z,dM "3, dM) (A3)

(where Tr indicates the trace of 2N X2N matrix) remains
invariant under the transformation M —-M M M.

In terms of the parameters of (2.13) we can write (A3)
as

4 JR— —_—
ds?=tr | 3 (8u Hou P — 201y +A)] "' dAdA+2ReV 1y +A(8u NV 1y +A(5u 2)

i=1

—2ReVA(Su )VASu *)—2ReVA(Su NTVA(SY H)+2ReV/ Ty +A(6u )V 1y +ABu ) | . (A4)

Here Tr indicates the trace of N X N matrices. For i =1,3 on the one hand, and i =2,4 on the other, we have defined

the N X N anti-Hermitian matrices
du'=(uldu’, i=1,3
du'=du'u’', i=2,4

IR
l

which, in turn, can be expressed in terms of real antisymmetric and symmetric matrices as

Su'=8a‘+ibs’.
We can now write the ds? of (A4) as
N

ds?= >

a=1

+2 3

a<b

4

i=1

—2V/ A Ay (8a},8ap, +6s), 85, +6a2,8ak, +8s5,85%,)

where we have defined

8%, =(85 1)y +(85%)gq » (A8a)
Va0 =(853)ga + (85 *)a » (A8b)
82,, = (85 1), —(853),, - (A8c)

Let us first count the independent variations that appear

(Sxaa )2+(8yaa )2+2}"a(82aa )(axaa _Byaa —8z4,)

S [(8sk, )2+ (8alk, 142V (144, )(1+4, )(8a ), 8al, +8s), 852, +8a,8ay, +8s3,8s5,)

(A5a)
(A5b)
(A6)
(dA,)?
20, (1+4,)

’ (A7)

[
on the RHS of (A7): (8% )4q5(8Y )aq5(82 )gq
(a=1,2,...,N) contribute 3N variables; (8a),
(i=1,2,3,4;a<b) contribute 2N(N—1); (8s})

(i=1,2,3,4;a <b) contribute 2N(N —1); 81, contribute
N variables; we thus have 4N? variables altogether, which
is the correct number of independent parameters for
U(N,N), as indicated after (2.10).

Equation (A2) now gives, for the invariant measure



3572 PIER A. MELLO AND A. DOUGLAS STONE 4

du(M)~ [ (A, —A, ? [ dA,

a<b c

N 4 . :
X T (8%,4694,62,4) T TT (8s458a,) .

a=1 a<bi=1
(A9)

We recall that in the parametrization (2.13) we have
the freedom expressed by the transformation (2.15),
which leaves M invariant. Under that transformation,
the 8s., (i=1,2,3,4) become

(85 1) —(85 My + 14 » (A10a)
(85 %)e = (85 e + 14 » (A 10b)
(852) 10 —(85 %) 0a =My » (A10c)
(85 )0 = (85 )0 =M, - (A10d)

Of the four independent variables (8s * )ea (1=1,2,3,4),
only the three combinations (A8) appear in the expression
(A7) for ds?, and hence in the variant measure (A9). We
notice that (A8) remains invariant under the transforma-
tion (A10), while any other linear combination of (8s ‘ )aa
can either be written in terms of 8x,,,d8y,,,6z,, or else it
does not stay invariant under (A10). An example of the
latter possibility is (8s '),,, which transforms according
to (A10a): but we can take advantage of the freedom
mentioned above and get rid of (8s!),, by a proper
choice of 1, in (A10a). On the other hand, the combina-
tions (A8) are insensitive to the transformation (A10) and
therefore they cannot be gotten rid of: this is why they

appear explicitly in (A7) and (A9).

The same freedom mentioned in the above paragraph
can be used to make (8s l)aa arbitrary and equal, say, to
(2m)"'d7n,. We multiply both sides of (A9) by 8s), and
notice that

4
5'xaa Syaa 8zaa(s-‘s- 1)aa = H (8§- i)aa (A11)
i=1
and that
TT (8s ag TT [(859), (8@ )y cp1=du(u’) (A12)
a a<b

is the invariant measure of the unitary group U(N) asso-
ciated with the matrices u ‘. Using (3.2) we then get

4
dp(M)dp(G)= TT (A, — Ay P TL dA, IT du(u ),

a<b c i=1
(A13)

which is (3.1) for B=2. Notice in (A13) we have 4N?+ N
independent parameters on both sides.

APPENDIX B: THE EVOLUTION EQUATION
FOR (T*T]){?

We apply Eq. (5.2) to the quantity
F=T’T] . (B1)

T and T, are defined in Egs. (4.6) and (4.11), respectively.
By direct differentiation one obtains

2
(22 A (142, )g—)g>=(2p(p~l)T"_2( T, — )T +4pT? (T —T,)T]

a

+4grpT? T Ty N Tyy = Tyyp)+2g r(r —DTPT; " X(Tyy—Tyg 1)

+2rg(g+ OTPT; T, —Ty4y)) (B2)
and
<22(1+2xa)%f—>=< —2pT? 2T~ Ty T —2gr TP T} "' 2T,~ T, ) - (B3)
a a
The last term occurring in (5.2) is proportional to
1 IoF oF
= — —— A (1+A))— B4
K <§b Aa—A, 7‘“(1+}‘“)axa 3 k”)axb B4
which can be found to be
Ap(1+A,)2—A (1+A, )
=—p(TP_ng’(TZ—TZ))+qr<TPTq’"l > b 2 b ) (BS)
= g A A (AT +A, )
We can easily show that
Ap(14+A,)E—A, (1+A, ) 9-2 L g-1 L
b POy > =8t 3 (14+24,)1 ! "(1+Ab)"+’—§;0(1+xa)z =n14+,)" (B6)
a a n=0 n=

with the understanding that a summation is taken as identically zero when the upper index is negative. Substituting

(B6) in (BS) we find
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92 g1
K=<-—pr—1Tg’(T2_T2)+ngPTgr—1 -.(Tg—TO)SEO—i-‘z (T14nTgn—1—Typ— X (Ty14n Ty = T4y ) . (B7)
n=0 n=0
We now substitute the partial results (B2), (B3), and (B7) in (5.2) to obtain
(BN +2—B)3,( T*T;)#
=<2p(p—1)TP—2(T2—T3)T;—p(2—B)TP—1T2T;+2g 2r(r—1)T”Tq’_2(T21—T2£+,)
—BpT? "' T +2rq(q— \)TPT;—2rg *TPT; "' T, +agrpT? ' Ty Ty —Tyyr)
1 1eg? g—1 (B)
FBgrT Ty ' | 3 (Ty4yTyon1 =T = 2 (T14y Ty —Tryy) > (B8)
n=0 n=0 &

with the convention indicated right after (B6). Equations (5.5)—(5.8) are particular cases of Eq. (BS8).

APPENDIX C: SOLUTION OF THE COUPLED EQUATIONS (5.5)—(5.8)

If we introduce the series expansions (5.9)—(5.8) we obtain, for the functions Som (8):8pm (8), By (5),1,,,(s), the four

coupled equations

BNP Tl f50(s)+BNPf 51 (s)+BNP " fpr(s)+ =+ +(2—BINPSf}o(s)+(2—BINP T 1f) (s)+ - - -
=—Bpr+1fp+l,0(s)_Bprfp+l,l(s)_Bpr_lfp+l,2(S)+ e
—(2—PB)pN?g,0(s)—(2—B)pNP "'g,\(s)+ - - +2p(p—1)N? "Ig,_, o(s)+ - -+

—2p(p—1)N?"'h,_, o(s)+O(NP ), (C1)
BN?*2g, 1 o(s)+BNP g, o\ (s)+ -+« +(2—BINP g\ o(s)+ - - -
=—2BNP"2f, 5 o(s)+2BNP T, n (s)+ o
_B(p +4)Np+2gp+2,0(S)*‘B(P +4)Np+1gp+2,1(s)+ e +2(2—B)N‘”+1gp+1’0(s)+ e
—4Q2—=BIN? T R, oy o)+ - —p(2—=BINPH1L, ) o(s)+O(NP), (C2)
BNP 2Ry 1 o(s)+ - =—B(p+6NPT2h, o, o(s)+ -+ +6BNP T 2g, ) o(s)+ - -+ —=3BNP T2, ., ((s)+O(NPH)
(C3)
BNP 3L 1 a0(s)+ oo =—B(p+8INP 31, 3 o(s)+ - +4BNP T3, o ((s)+O(NPT2) . (C4)
[
In Eqgs. (5.6)—(5.8) we have enclosed in square brack- We can thus write, for f,q(s), the series expansion
ets those terms that were used to obtain the expansions §2
(C2)—(C‘}). . _ Spo(8)=1—ps+(—p) —p—l)—z'*
Equating the coefficients of N” " in Eq. (C1) we obtain : ,
the differential equations H(=p)—p—1)—p _2)%+ e, (C10)
fplo(s)+pr+1’o(s)=0 » (C5) )
. L . which, for s <1, converges to
subject to the initial conditions (5.13)
Spol0)=1. (C6) Spols)= (C11)

(CS) constitute a closed, albeit infinite, set of coupled
equations.

Evaluating (C5) at s =0 and combining it with (C6), we
obtain

Sfpo(0)=—p . (C7)
Similarly, successive differentiations of (C5) give

fp0(0)=(=p)—p—1), (C8)

fp0(0)=(=p)N—p—1)(—=p—2), (C9)

(1+s)y

For s > 1, (C10) diverges, but we see that (C11) satisfies
(C5) and (C6) for arbitrary s, so we take (C11) as our solu-
tion for boths <1,s = 1.

We now equate the coefficients of N? in (Cl) and of
N?*2 in (C2). Since f,os) is already known, we obtain
for f,/(s) and g,(s) the closed set of coupled equations

' 2—
fpl(S)+pr+l,l(S):__—EE'
gI;O(s)+(p +3)gp+1,0(s)=2fp+1y0(s) )

[fpo(s)+pgyo(s)], (Cl2a)

(C12b)

subject to the initial conditions (5.13)
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f1(0)=0 (C13a)
gpo(0)=1. (C13b)

The inhomogeneous term on the RHS of (C12b) is the
solution (C11) of our previous step. Having solved
(C12b), we thus know the inhomogeneous term of the
RHS of (C12a).

Just as before, successive differentiations of (C12b) give
the various derivatives of g,q(s) at s =0. Since the result-
ing power series for g,(s) is not easily identifiable, we
substitute it in (C12a) and find for the nth derivative of
fpils) ats =0

n2=B 1

(n)
U 0)=(— 2 3

X(p+3)---

—n(n—1)(n—2)p(p+2)

(p+n—2). (C14)

The resulting power series for f,,(s) can be easily
summed to give

2—p ps?
(s)=— . (C15)
Ip B 3(1+sy*?
Substituting (C15) in (C12a) we find, for g,(s)
253+6s2+6s+3
(s)= (C16)
8p0 3(1+s)p 3

The comment made right after (C11) applies here, too.
Next, we equate the coefficients of N? ! in (Cl), of
NP*1 in (C2), of N?*2 in (C3), and of N?*3 in (C4).
Since f,0(s), fp1(s), and g,o(s) are known from the previ-
ous steps, we now obtain, for fpz(s), gpl(s), hpo(s), and

I,0(s), the closed coupled equations
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“
f,;z(s)+pr+1 2(s)
_ 22—
- B 228111 () +pg,(9)]
+%p(p—1)[g,,_1,0(s>—h,,_l,o<s)] , (C17a)
81;1(5)+(P+3)8p+1,1(5)
_2-B._ . ah
—T[_ng(s)+2gp0(s)— pO(s)
—(p = Do) ] +2f, 41,1(s) , (C17b)
h‘;o(s)"i'(P +5)hp+1’0(s)
=6gp+1,0(5)_3lp+1,0(S) ’ (C17c)
lI;O(S)+(p +6)lp+1’0(s)=4gp+1’0(s) N (Cl7d)
with the initial conditions (5.13)
f52(0)=g,1(0)=0, h,;(0)=1,(0)=1. (C18)

Just as in the previous step, it is convenient to solve the
above four equations starting from the last one and work-
ing our way out to the top.

The procedure followed above, of finding the deriva-
tives at s =0 of each function and then summing up the
series, rapidly becomes too cumbersome. Therefore,
guided by our previous results, (C11), (C15), and (C16),
we propose a solution with the structure of a polynomial
in s, divided by a power of (1+s). In all cases we have
been able to find a fully consistent solution. We just
quote here the results:

_ 1 6 5 4 3 2
I o(s)=————F(45°+24s°+60s*+84s°+72s*+ 365 +9) , (C19)
p0 9(1+s)pP+o
h 0(s)——l—(8s"+48s5+120s“+165s3+135s2+60s+15) , (C20)
P 15(1+s)°*6
__2—8B 1 7 6 5 4
(s)=— (10p +4)s7+(40p +28)s°+(60p +84)s°+ (45p +135)s*+(15p +75)s ] , (c21)
8p1(s B 45(1+S)P+6[ p p P 4 4 ]
fra(s)= 28 P [(11p—9)s¥+(58—42)s7+(173p —117)s°®
P B 90(1+s)? T
+(336p —294)s°+(420p —450)s*+(300p —330)s3+90(p — 1)s2]
2 — _ 6 — 5 _ 4 _ 3 _ 2
+Ez-(ﬁ—1)(4 3)90(1+S)p+4[(3p 5)s6+(18p —30)s>+(45—75)s*+(60p —90)s>+45(p —1)s?] .
(C22)

Substituting (C11), (C15), and (C22) in the series expansion (5.9), we obtain
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NP 2—p _ 53
TP) B = — )7 Y L —
(T (1+sy [ B 3(1+s)pt?
2
+ NP2 ZEB 90(1f )p+6[(11p—-9)58+(58p—42)s7
S

+(173p —117)s+(336p —294)s°+ (420p —450)s*
+(300p —330)s*+90(p —1)s?]

+i(B—1)(4—B>——p— [(3p —5)s+(18p —30)s°+(45p —75)s*

B 90(1+s)P+4

Similarly, substituting (C16) and (C21) in the series expansion (5.10) we obtain

34+ 652+6s+3
3(1+s)yP T4
2—8 1
_NP
B 45(1+s)y ™7

(T°T, ) B)=NP+125

X[(10p +4)s+(40p +28)s°+(60p +84)s>+(45p +135)s*+(15p +75)s3 ]+ O(NP 1) .

APPENDIX D: PERTURBATION CALCULATION
OF THE WEAK-LOCALIZATION CORRECTION
TO THE CONDUCTANCE FOR A QUASI-1D SYSTEM

Consider a finite sample of dimensions L,L,L,withz
the direction of the current flow. For spinless particles,
the weak-localization correction to the conductivity is

+(60p —90)s3+45(p —1)s%] | +O(NP 3) . (C23)
(C24)
oL,L, o2

=—=——g, D3
L, 8 D3)

then

202 d 1

8 = — .
& mx,%yzo ,,,22;, mAL, /L, +mXL, /L, P+m?

given by®’
2
=_e 1 1
T A LLL 2%

x~y*Hz

(D1)

With the boundary conditions appropriate to a finite
sample,'? the three components of the wave vector k are
given by

k=T (D2a)
;= L i=x,y,z a
with
m,,m,=0,1,2,...,
(D2b)
m,=1,2,....

We write the conductance as

(D4)

For a quasi-1D system, L, L,<<L,,s0 that the most im-
portant contribution to the sum in (D4) comes from
m,=m,=0, i.e.,

8gmz——2; i —17:—%&2), (D5)
T =1 M; T
where {(n) is Riemann’s § function. In particular
£2)=m?/6, (D6)
so that
Sg=—1 (D7)

as quoted in Sec. V.
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