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Disordering and melting of the surface of Cu(110) are investigated using molecular-dynamics simula-
tions, in which the embedded-atom theory is used to describe the energetics and interatomic interac-
tions. In addition, the bulk melting temperature and the properties of the crystal-to-melt interface at
coexistence are studied. The surface region of the Cu(110) starts to disorder, via the generation of vacan-
cies accompanied by the formation of an adlayer, at a temperature of about 900 K. At a temperature of
~1200 K (i.e., about 80 K below bulk melting), the development of a quasiliquid region, exhibiting
liquidlike energetic, structural, and transport properties, is observed. Analysis of the results, motivated
by Landau-Ginzburg (mean-field) theories of surface melting, shows that the thickness of the quasiliquid
layer increases logarithmically as the temperature approaches the melting point, with a correlation

length of 4.3 A.

I. INTRODUCTION

The suggestion that melting nucleates at the surface of
the solid and then propagates inward and the idea that
the surface of a solid may become liquid at a temperature
below the (nominal) bulk melting point 7,, dates back
over a century.! While numerous attempts to detect
surface-initiated melting phenomena have been made,?”’
it is only recently that direct observations of surface melt-
ing have been made on a microscopic level and employ-
ing atomically clean, well-characterized surfaces. The
first direct observations® ™' were made using Rutherford
backscattering, in conjunction with shadowing and block-
ing. Since then, other techniques have been employed,
such as calorimetry,!' !¢ ellipsometry,'”!® electron
diffraction'®"2* and microscopy,?* neutron?* and x-ray
diffraction,?®?’ quasielastic neutron?® and helium scatter-
ing,”3® and even visual inspection with the naked
eye. S

Surface melting can be viewed as the wetting of the
solid-gas interface by the liquid (or quasiliquid, see the
following) upon approaching the triple point.2~% We em-
phasize that from this perspective we treat melting as a
thermal equilibrium phenomenon (devoid of kinetic
effects) distinguished from melting of a crystal surface
following irradiation (by a short photon pulse or electron
beam as in laser and electron surface annealing experi-
ments), which is a nonequilibrium phenomenon. We
note, however, that the surface melt layer at the initial
stages of the process should be regarded as a quasiliquid
exhibiting structural, dynamical, and transport properties
that are intermediate between those of the solid and the
bulk liquid. It is the formation of the thin quasiliquid
layer, whose thickness grows as the temperature ap-
proaches T,,, which one terms appropriately as surface
premelting.>?

One of the interesting results of the experimental stud-
ies of surface melting is the crystalline face anisotropy of
the phenomenon.33 Thus, while the open faces of certain
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fcc crystals [Pb(110), AI(110)] exhibit surface melting as
defined above,>?%33 the phenomenon is not observed for
the close-packed surfaces>** [Pb(111) and Al(111)].
These observations have been rationalized using a phe-
nomenological Landau-Ginzburg formulation,?>3 738
leading to a ‘“‘surface melting condition,” which relates
the interfacial free energies of the three phases, v, vy,
and y,, corresponding to solid vapor, liquid-vapor, and

solid-liquid equilibrium, respectively. The condition®?
o UBRI) o URKD) o UhkD) — A, (kD 5, 1)

expresses the energy balance when a dry solid surface is
replaced by one wetted by a liquid layer. The larger
Ay'"*D is, the greater is the free-energy gain and thus the
tendency for surface premelting (the dependence of the
v’s on crystalline face is explicitly noted). According to
this condition the surface will remain dry (i.e., no pre-
melting) when Ay <0. We remark?® that strictly speaking
the interfacial free energies in Eq. (1) are not necessarily
the same as the equilibrium values for infinitely thick
liquid films (consequently the crystal-face dependence of
y kD and y\H*D which refers to the quasiliquid as dis-
cussed above). However, as argued previously,> out-of-
equilibrium values can be estimated by extrapolation of
known (empirical or semiempirical) equilibrium values.
This criterion has been used® to explain the results for
Pb(110), where good estimates of the interfacial free ener-
gies are available.

Most theoretical approaches to surface melting are of
thermodynamical***~* and/or phenomenological na-
ture, including lattice dynamics and stability
analysis,** ~*7 lattice-gas models (employing mean-field*®
and the cluster variation method),** and Landau
theory.>%3>73% Microscopic descriptions of surface dis-
ordering and melting phenomena emerged from comput-
er molecular-dynamics (MD) simulations which until re-
cently’® ™52 employed™ % simple pairwise interatomic
interactions in the form of Lennard-Jones potentials,
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which are appropriate for the description of rare-gas
solids and liquids, but are known to be inadequate for
metals.

In our previous studies we have investigated the melt-
ing of AI(110) (Ref. 50) and Ni(110),%! using many-body
interaction potential derived from the effective-medium?®
and embedded-atom®%° (EAM) theories, respectively.
While a clear premelting tendency at a temperature
significantly below the melting point T,, was observed
from the MD simulations for Al(110) [and the lack
thereof for Al(111)], the results’' obtained for Ni(110)
may be summarized as follows.

(i) At low temperatures (7 <1450 K) the response of
the system to increase in temperature can be explained in
terms of anharmonic vibrational effects, and for these
temperatures there is no indication for loss of long-range
order due to defect formation and/or significant atomic
diffusion. Atoms in the surface region of the material vi-
brate with larger mean-square vibrational amplitudes
than those in deeper layers in the material, and their dis-
placements are largest in the [110] direction (along the
atomic rows) reflecting the crystallographical anisotropy
of the surface. Furthermore analysis of the temperature
behavior of the structure factors versus temperature indi-
cates that the anharmonicity of the vibrations in the [001]
direction (across the atomic rows) is larger than that
along the [110] and the [110] directions.

(ii) The onset of disorder occurs at 7'~ 1450 K via the
generation of vacancies in the topmost layer of the solid
accompanied by the formation of an adlayer, a sharp
drop in the structure factors and an increase in diffusion
at the surface. We observed that the mechanism underly-
ing this process involves initially the formation of
divacancy-diadatom pairs. Further development of dis-
order and it’s propagation upon increasing the tempera-
ture to the second and third layers of the solid occur via
generation of vacancies adjacent to previously formed
ones (in the same layer or in the layers above), accom-
panied by the formation of an adlayer, destabilization of
the lattice structure, gradual loss of long-range order, and
higher diffusion rates (of atoms and vacancies). The pro-
cess culminates at 77=1700 K in the formation of a
quasiliquid surface region (extending over the adlayer and
2-3 layers of the original solid) characterized by interfa-
cial liquidlike structural and atomic transport properties.
In this context it is of interest to note that the approach
to the quasiliquid state is characterized by a crystallo-
graphic anisotropy (enhanced loss of long-range order
and larger diffusion rates along the [110] direction) and
that at all temperatures prior to the melting of the ma-
terial (at ~ 1733 K) the adlayer exhibits a larger degree of
order than the adjacent layer underneath it.

From these observations we conclude that disordering
of the Ni(110) surface region occurs first via anharmonic
effects (T' < 1450 K), the generation of top-layer vacancies
accompanied by the formation of an adlayer at T =~ 1450
K, the gradual thickening of the defective surface region
(i.e., vacancy formation in deeper layers) at 7> 1450 K,
and the eventual formation of a quasiliquid surface region
at T=1700 K. Above 1700 K the rate of loss of long-
range order in the crystal and the increase in diffusion
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evolve (both in magnitude and spatially) in a “catastroph-
ic’’ manner.

While the vacancy-driven mechanism of disordering
found for Ni(110) is similar to that found in our previous
study®® of the (110) surface of aluminum, the temperature
at which the Ni(110) surface premelts (formation of the
quasiliquid layer) is much closer to the bulk melting tem-
perature of the material, than that found for AI(110).
This may be regarded as a reduced tendency of the (110)
surface of nickel to premelt. Indeed application of the
premelting condition in Eq. (1) to Ni(110) is consistent
with the above observations.?

To further explore this issue, we present in this paper
the results of MD simulation using the EAM interatomic
interactions for Cu(110), which according to Eq. (1)
should exhibit surface premelting.? Indeed, our results
substantiate this expectation. Our results show the onset
of defect formation in the topmost region of the crystal at
T =900 K, and a formation of a quasiliquid layer starting
at ~ 1200 K, whose thickness increases logarithmically as
the temperature approaches the melting point (deter-
mined in the simulatig)ns T, =1284%10 K), with a corre-
lation length of 4.3 A. These results show that in con-
trast to the (110) surface of nickel, the Cu(110) surface
premelts at a temperature significantly lower (i.e., ~80
K) than the melting temperature of the bulk material.

The simulation method is described in Sec. II. The
determination of the melting temperature of copper and
the properties of the crystal-melt interface at coexistence
are given in Sec. III. Results of simulations of the pre-
melting process of the (110) surface of copper, and
analysis motivated by Landau-Ginzburg (mean-field)
theories of surface melting, are given in Sec. IV. We
summarize our investigations in Sec. V.

II. METHOD

The embedded-atom method> (EAM) is a semiempiri-
cal method which provides a convenient framework for
atomistic calculations of metallic systems. In this
method the dominant contribution to the energy of the
metal is viewed as the energy to embed an atom into the
local electron density provided by the other atoms of the
system, represented by an embedding energy function F
which is supplemented by short-range, two-body interac-
tions due to core-core repulsion, ¢. The basic idea under-
lying this method is thus the same as that which motivat-
ed the development of the effective-medium theory®®
(EMT), and both find their roots in the density functional
theory:®! From the several parametrization procedures
of the EAM which have been discussed,>® we have chosen
the one described by Foiles® in his study of liquid transi-
tion metals.

Since the MD simulation method which we have em-
ployed was described by us previously in the context of
our studies of the crystal-melt and melt-vapor interfaces>?
and of the surface melting®® of nickel we provide here
only details pertinent to the present study.

In our molecular dynamics simulations the semi-
infinite system is modeled via a thick slab of interacting
dynamic particles which in addition interact with several
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crystalline layers of a static substrate in the desired crys-
tallographic orientation. Thus in these simulations
periodic boundary conditions are imposed only in direc-
tions parallel to the surface plane. Because of the short
range of the repulsive pair interactions and the finite
range of the atomic charge densities it is sufficient to
represent the static substrate by a small number of solid
layers. The lattice constant of the static substrate, and
thus the dimensions of the calculational cell in the direc-
tion parallel to the surface plane, is appropriate for the
temperature of the simulation. From constant pressure®?
simulations of the bulk solid we determined that the lat-
tice constant is adequately given by a(T)=a(0)e®T
where a=1.4X 107> K~! (the experimental value at 300
K isa=1.66X107°K™!), and a (T =0)=3.615 A.

In the first stage (Sec. III) we performed simulations
aimed at determination of the melting temperature of
bulk Cu. We start from a crystalline solid exposing a
(111) surface, consisting of N; =21 dynamic layers and 3
static substrate layers with n; =56 particles in each layer,
equilibrated at a high temperature of 1250 K [below the
experimental melting point (1356 K) of the bulk solid®].
In this initial preparation stage a lattice constant of 3.679
A, determined from a separate bulk simulation at 1250
K, was used, and the simulations were performed at con-
stant temperature, using the canonical ensemble
method® (i.e., stochastic thermalization of particle veloc-
ities). In all our simulations the particles’ equations of
motion were integrated using Gear’s fifth-order
predictor-corrector algorithm with a time step
At=5.15X10"" s. Further heating of the system (via
stochastic collisions, or scaling of particle velocities) re-
sults in melting of the system starting from the free sur-
face. We continue to adjust the energy content and lat-
tice constant until about half of the (dynamic) system is
molten. At this stage the system was allowed to evolve at
constant energy for a prolonged period of time; 5X 10*
At=257.5 ps. The results which we present are time
averages of the systems’ properties performed over
2X10* At =103 ps, following the constant energy equili-
bration discussed above, with the system at the equilibri-
um coexistence state.

In the second stage of the study (Sec. IV) the properties
of a semi-infinite crystal exposing the (110) surface were
investigated at various temperatures. In most of our
simulations (7" < 1250 K) the system consisted of 15 lay-
ers of dynamic particles with 70 atoms per layer, which
in addition interact with five crystalline layers of a static
substrate. Tests which we performed (see below) using a
system consisting of 10 additional layers of dynamic par-
ticles, i.e., total of 25 dynamic layers, showed that while
15 layers are sufficient for T <1250 K, it is advisable to
use the larger system at higher temperatures. Therefore
for T > 1250 K the results which we show were obtained
by employing the 25-layer system in the simulations.

To study the properties at various temperatures, we
equilibrate the system first at the desired temperature for
at least 2 X 10* integration time steps, followed by an ad-
ditional 2X 10* time steps over which data are accumu-
lated and averaged. Our simulations start from the low-
temperature solid, and the system at each successively
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higher temperature is obtained starting from the equili-
brated system at the temperature below it and adjusting
the lattice constant to the new temperature.

Integration of the equations of motion yields the
phase-space trajectories for the system from which physi-
cal properties and their time evolution can be obtained.
To facilitate the presentation of our results, we define for
any property g; which depends on the phase-space point
(r;,v;) of atom i located at z; (with z =0 set at the bottom
of the dynamic slab and increasing toward the surface) a
local density (per unit length) of that property at z by

—(z —Zi )2

202

a1
P (2)= Voreo >gexp (2a)

i

In our calculations a value about 10% of the layer spac-
ing (d;1p=a/2V'2, di;;=a/V'3) is used for the width
parameter o. This allows us to exhibit our results as con-
tinuous profiles in the z direction.

The particle number density (per length) profiles p(z)
are obtained by letting g; =1 in Eq. (2). Other properties
are presented as per particle local densities,

8(2)=p,(2)/p(z2) . (2b)

III. MELTING TEMPERATURE
AND THE CRYSTAL-MELT INTERFACE

Results obtained via MD simulations, following the
procedure described in Sec. II, are given in Figs. 1(a)-1(c)
where we show, respectively, equilibrium (at crystal-melt
coexistence) time-averaged profiles along the direction
normal to the crystalline plane z for the particle density
(p) and squared magnitude of the structure factor |s;(g)[?,
potential energy (E,), and of the layer diffusion
coefficients obtained from

. RAw)
D,;= lim , (3a)
t— o0 2ndt
. RI,0
Dy = im 5 =2, v
. Ri 0
D, ,=lim (ng=1), (3c)
’ t— o 2t

where

R,Z(z)=<—1—2[R,.(t+T)—R,.(T)]2> ,

liel

(3d)

with the sum including atoms in layer / at time 7, the an-
gular brackets indicate averaging over time origins (1), ny
is the dimensionality, and R} (r) and R} (¢) are the
components of R2(¢) in the directions parallel and nor-
mal to the surface. Obviously the three-dimensional
diffusion coefficient D=2D,/3+D,/3. The structure
factor [in Fig. 1(a)] is given by

S(g)=-LSe®N | a=1,,3, @
nyiel

where g, is the ath reciprocal lattice vectors. In Fig. 1(a)
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the structure factor with g=(27/a)[110] is given.®®

At coexistence (Fig. 1), the average temperature is uni-
form throughout the system (as is required in equilibri-
um) from which we determine the melting temperature
T,,=1284K +10 K (the error estimate is an upper bond)
in satisfactory agreement with the experimental®® bulk
melting temperature (T,, =1356 K). From the profiles of
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FIG. 1. Equilibrium profiles of the Cu(111) system at the
melting point vs distance z, normal to the (111) plane, (a) density
p (left) and structure factors (solid circles, right); (b) per-particle
potential energy E,; (c) diffusion coefficients in the directions
normal (open circles) and parallel (filled circles) to the (111) sur-
face plane. Energies and distances in units of eV and A, respec-
tively, and diffusion coefficients in units of A 2/ps. Note the lay-
ered structure at the solid-melt interface and the increase in
density in the melt-vapor interface.
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the density [Fig. 1(a)] and the potential energy [Fig. 1(b)]
we estimate the latent heat of melting as the difference
between the average energies in the solid and liquid re-
gions. The value thus obtained is 0.1251+0.005 eV/atom,
compared to the experimental®® value of 0.136 eV /atom.

Next we comment on properties of the crystal-melt in-
terface at the coexisting temperature. Since the proper-
ties are similar to those of the Ni(111) crystal-melt inter-
face the reader is referred to that study for details®2.

As seen from the density and energy profiles in Figs.
1(a) and 1(b), the systems exhibit two phases (a solid and
a liquid) and two interphase interfaces (solid melt and
melt vapor). The maxima in the density profiles [Fig.
1(a)] correspond to layer positions, which correspond to
the minima in the energy profiles [Fig. 1(b)]. Further-
more, the solid-melt interface is diffuse exhibiting a gra-
dual transition in properties from solid to the melt, por-
trayed both by the density and energy profiles, as well as
by the structure factor [which may be taken as the order
parameters, see Fig. 1(a)] and the diffusion coefficient
profiles shown in Fig. 1(c). We note in particular that the
diffusion in the direction normal to the surface plane is
somewhat smaller than that in the parallel directions.
The transition region between the solid and liquid regions
extends over about 5—6 atomic layers. The transition in-
terfacial region is stratified in the normal direction exhib-
iting “liquid layering,” with the intralayer order decreas-
ing for layers located further away from the crystalline
surface (see further discussion in Sec. IV).

IV. SURFACE PREMELTING

To investigate the variation of the properties of the sys-
tem with temperature we show first in Figs. 2 and 3 the
density and total energy profiles of the system versus dis-
tance (z) normal to the surface plane, for various temper-
atures. From Fig. 2 (see also last column in Table I) we
note (see in particular the lower temperatures) that the
surface region is relaxed,’"% [i.e., A;,<0, where
Ap=(d,—dyu)/dvux ]; d1, is the distance in the z
direction between layers 1 and 2 of the crystal and
dyu =a /2V'2, where a is the lattice constant.’’ We ob-
serve a gradual change of the density profile with increase
in temperature and the development of an “adlayer” (lay-
er [ =0) starting at a temperature as low as 7=900 K
which is absent at low temperatures. The atoms in this
layer originate from the underlying layers, as may be seen
from Table I. We also note that the distinction between
layers is blurred as the melting temperature is ap-
proached [see in particular Fig. 2(b)].

In order to verify that our calculations, performed
mostly for a system of 15 layers of dynamic particles,
provide a faithful simulation” of the system (particularly
at high temperatures) we show in Fig. 4 the density
profiles (for the top 15 layers) obtained in two simulations
at 1250 K, employing 15-layer (solid curve) and 25-layer
(dashed curve) systems. It is evident that the two simula-
tions yield rather similar results. However, deviations
are observed, particularly for deeper layers. Consequent-
ly the larger system was used for T'= 1250 K.

Similar characteristics to those shown in Fig. 2 are ex-
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hibited in the per-particle total energy profiles versus z,
shown in Fig. 3, where at each temperature the minima
correspond to the layers’ positions. In addition we in-
clude for comparison the energy profile for the liquid-to-
vapor interface (dashed line) obtained from our previous
simulations (see Sec. III) of the equilibrium liquid-to-
crystal and liquid-to-vapor interfaces at coexistence. We
observe that for all temperatures the energy of particles
in the top region of the solid (layers 1 and 2) is higher
than in deeper layers, due to the absence of particles on
the vacuum side of the half-infinite solid. In addition we
remark that already at 7=1275 K the energy of particles
in deep layers is close to that found in separate calcula-
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FIG. 2. (a) Equilibrium density profiles of the Cu(110) system
vs distance z, normal to the surface plane for several tempera-
tures. The layer’s numbers are denoted on the top abscissa.
Distance in A, density in AL ) Enlarged view of the density
profiles in the surface region for 7= 1250 K; long-dashed curve
1250 K; solid curve, 1275 K. In addition, the density profile
near the surface of liquid copper at the triple point (1284 K) is
shown, denoted by the short-dashed curve.
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tions for the bulk solid (—3.175 eV) and that of particles
in the liquid region is close to the value for the melt
(—3.05 eV) at the solid-to-melt coexistence point. Thus,
the data shown in Figs. 2 and 3 indicate gradual forma-
tion of a liquid (or quasiliquid) film on top of the crystal-
line substrate. In particular we note that the energies of
particles in the adlayer region are higher than in deeper
regions, and that at the higher temperatures (7' R 1200 K)
one may distinguish a liquid film region whose properties
approach those of the bulk liquid. The interface between
that liquid film and the underlying solid exhibits proper-
ties which are intermediate between those of the liquid
and solid, as expected52 (see Sec. III). Finally we note
that throughout the process deeper layers in the system
(e.g., I =8 for T <1250 K, i.e., the 15-layer system, and
1213 for T=1250 K, i.e., the 25-layer system) exhibit
properties characteristic to the uniform bulk solid and
thus we use the properties of these layers as reference
bulk in analyzing the variations of the surface properties
with increasing temperature (the influence of the static
substrate may be seen for the 3—4 layers closest to it).
Further evidence that for all "< 1275 K a region exhibit-
ing bulk properties is maintained is provided by the
structure factors to be discussed later and by the values
of the spacings between solid layers that are in close
agreement with the bulk values at the corresponding tem-
peratures.

The structure of the system, and in particular the for-
mation of the quasiliquid region can be analyzed using
the layer pair-distribution functions, p,(r|| ), shown in

EGz/ p(z) V)

T T T
5.0 10.0 5.0 200 250

z (A)

FIG. 3. Equilibrium total-energy per-particle profiles of the
Cu(110) system, vs distance z, normal to the surface plane, for
several temperatures. The minima correspond to layer posi-
tions. The layer’s numbers are denoted on the top abscissa. En-
ergy is in eV and distance in A. The dotted curve corresponds
to the energy profile of the surface of liquid Cu at the triple
point.
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TABLE 1. Equilibrium averaged number of particles in the topmost layers of Cu(110) at various tem-
peratures. The values at 1250 and 1275 K marked by an asterisk were obtained from simulations of 25-
layer systems, all other values from simulations of 15-layer systems. The first surface layer of the crys-
tal is / =1. Layer / =0 corresponds to the adatom layer that starts to form at 900 K. In the last
column the percent of change in the spacing between layers 1 and 2, with reference to the bulk value, is
given. The corresponding interlayer spacing relaxation at O K are A),=—13.7%, A,3=0.02%. At0K
the spacing between (110) layers is 1.2781 A and at the coexistence point (7, =1284 K) 1.3013 A.

T (K) 0 1 2 3 4 5 Ay (%)
250 0.0+0.0 70.0+0.0 70.0+0.0 70.01+0.0 70.0+0.0 70.0+0.0 —14.0
500 0.0£0.0 70.0+0.1 70.0+0.1 70.0£0.1 70.0£0.1 70.0£0.1 —14.0
750 0.0+0.0 70.0+0.5 70.0+0.5 70.0£0.1 70.0%0.1 70.0+0.0 —13.0
900 6.1+0.7 64.2+1.1 69.7+0.4 70.01+0.4 70.0%0.1 70.0+0.0 —12.0

1000 9.5+1.3 60.1£1.6 69.9+1.3 69.9+0.7 70.0%0.4 70.010.1 —11.0
1100 16.1+1.9 54.61+2.4 69.8+1.7 69.6+1.1 70.0+£0.7 70.0£0.1 —9.0
1150 20.1£2.9 50.7+2.9 19.7£2.0 69.7t1.4 69.811.0 70.0+0.2 —9.0
1200 13.7£3.2 58.414.0 69.212.5 69.4+1.9 69.5+1.3 70.0+0.2
1225 17.6%3.8 57.2%3.5 68.5+3.0 69.1+2.2 69.311.7 69.5+0.6
1250 18.8+4.1 60.1+4.9 66.013.6 68.0+3.1 68.2+2.3 69.3£1.9

*1250 18.3+4.9 59.3+5.2 67.11£3.8 67.813.2 68.812.6 69.1£1.9

*1275 27.9+5.9 62.116.2 64.5+4.4 65.114.1 67.6+3.8 66.9+3.3

Figs. 5(a)-5(f) for 900=T7T <1275 K. The equilibrium
pi(r;) functions are calculated as

1 1
(r )=<— —8(r;; —r )> , (5)
Pty n, i,jzezzﬂ"u I
(7))

where r;; | is the component of r; —r; parallel to the sur-
face plane, n; is the instantaneous number of particles in
layer I, the sums extend over the particles in layer /, and
the angular brackets denote averaging over time. For

reference, the pair-distribution function for the bulk
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FIG. 4. Density profiles for Cu(110) at T=1250 K, obtained
in simulations employing a system with 15 layers of dynamic
particles (solid line) and 25 layers (dashed line). p(7) in units of
A ’ol, and distance in the direction normal to the surface plane
in A.

liquid at the melting point (T'=1284 K) is shown (dotted
line). As seen from Figs. 5(a)-5(f), the intralayer struc-
ture in the topmost layers of the system (I <3) changes
gradually from crystalline to liquidlike character as the
temperature increases. We note that the topmost layer of
the surface (I =1) is already liquidlike at 7'% 1200 K. As
we discussed before (see Refs. 51 and 52 and the refer-
ences therein) the crystal-to-melt interfaces of metals, as
well as other materials, are characterized by a “liquid-
layered” transition region (or quasiliquid region), extend-
ing typically over several layers, wherein structural and
transport properties of the material are influenced by the
crystalline field of the underlying substrate, exhibiting a
gradual transition from solid to liquid properties. We
note that for the adlayer (I =0) at T < 1250 K, the proba-
bility of finding particles with separations beyond the
first-neighbor shell is small, indicating a tendency for
clustering, which persists even for T=1250 K [compare
the ratio between peak heights in p,(r) for / =0 and in
the bulk].

The observations discussed above are reflected and cor-
roborated by the structure factors, see Eq. (4), calculat-

ed” for the three reciprocal lattice vectors:
g:=(2m/a)(2,2,0), along the atomic TOWS;
g,=(2m/a)(0,0,2), across the TOWS; and

g3=(2m/a)(2,2,0). As before n; is the instantaneous
number of particles in layer /, the sum extends over the
particles in layer I.

The equilibrium averaged squared magnitude of the
layer structure factors corresponding to the three re-
ciprocal lattice vectors for the Cu(110) system equilibrat-
ed at selected temperatures are shown in Fig. 6. We note
first that at low temperature [7 < 1000 K shown in Figs.
6(a) and 6(b)], the structure factors are constant
throughout most of the system, exhibiting a decrease at
the surface region. The deviation of (|S,(g,)|?) from



3232

R. N. BARNETT AND UZI LANDMAN

&

T=1100K

T=1000K

20 40 .60 8.0 20
r, (A

4,9 6.0 8.0 20 40 6.0 8.0
r, (A

r, (A

FIG. 5. Pair distribution functions, p,(r|), in layers for the Cu(110) system equilibrated at several temperatures: (a) 900 K; (b)
1000 K; (c) 1100 K; (d) 1200 K; (e) 1250 K; and (f) 1275 K. Layer / =0 corresponds to the adlayer which forms at T2 900 K. Note
the gradual transition from solid to liquid charztcter upon increasing temperature. The dashed line in (d)-(f) corresponds to the bulk

liquid at the melting point. Distance in unit of A.

unity originates from thermal vibrations and the decrease
near the surface reflects the enhanced vibrational ampli-
tudes of surface atoms. Note in particular the nonmono-
tonic behavior of (|S;(g;)|?) near the surface [i.e.,
(1S,(g3)1?) <(S,(g3)|*)) for T <1100 K] which reflects
a smaller root-mean-square (rms) vibrational amplitudes,
in the direction normal to the (110), surface of the first-
layer atoms than those of the second-layer atoms. Upon
increasing the temperature the magnitudes of the struc-
ture factors decrease both in the bulk (due to enhanced
vibrations) and in particular at the surface region (due to
enhanced vibrations, generation of defects and disorder).
In Figs. 6(b)—6(f) we observe that the structure factors for
g, (circles) and g; (triangles) corresponding to the first
layer are lower than those for the adlayer (layer / =0), in-
dicating a higher degree of order in the latter. Apparent-
ly the adlayer atoms which for these temperatures origi-
nate mostly as a result of the generation of vacancies in
the first crystalline atomic layer (see Table I) distort the
structure of the underlying layer. This observation is
corroborated by analysis of atomic configurations of the
system and is similar to that observed previously®®>! in
simulations of the onset of disorder in the Al(110) and

Ni(110) surface below the melting point.

As a check on the accuracy of the representation of the
system, we show in Fig. 7 a comparison between the
structure factors calculated from simulations at 1250 K,
of a 15-layer and a 25-layer system. We note that even at
this elevated temperature both simulations yield almost
identical results in the topmost surface region of interest
[ =9. However for / 29 larger differences between the re-
sults of the two simulations are observed (i.e., compare
the structure factors in layers / >9). The three crystalline
layers, /=13, 14, and 15 for the smaller system and
1 =23, 24, and 25 for the larger one, are influenced by the
underlying static substrate. Therefore, as we already
mentioned before (see Sec. II, and Fig. 4), the 25-layer
system was used in simulations for T'> 1250 K.

The structural data, presented as the natural logarithm
of the squared magnitude of the layer structure factors
corresponding to layers 0 </ <5 plotted versus tempera-
ture are shown in Fig. 8. The behavior of the structure
factors versus temperature exhibits two regimes: (i) a
low-temperature regime, 751100 K, characterized for
all layers by a slow monotonic decrease of (|S;(g,)I?)
upon increasing the temperature, and (ii) a high-
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and the subsequent formation of the adlayer.

temperature regime, 772 1100 K where the decrease of
(S,(g,)|?) with increase in temperature is more rapid for
layers in the surface region of the material. In the har-
monic approximation of solids (the Debye-Waller theory)
In{|S(g)|?) is proportional to T. For crystals deviations
from linear dependence on temperature can be explained
in terms of anharmonic vibrational effects. Considera-
tions of these effects yield expressions®® 70 for
In{|S(g)|?) which contain in addition to the term linear
in 7, terms proportional to 72 and T° and which can be
used to fit the data. The coefficients of the quadratic and
cubic terms depend on derivatives of the potential beyond
the harmonic approximation and can be expressed within
certain models in terms of characteristic material param-
eters, such as the Griineisen and volume expansion
coefficients.” Indeed the calculated data given in Figs.
8(a)-8(c) in the low-temperature region can be fit by
such expressions.”! For the surface region the behavior
of the structure factors in the high-temperature regime
cannot be fit by the above-mentioned expressions,
reflecting the onset of defects and disorder [note also the
appearance of vacancies and adatoms (/ =0), at 900 K,
evidenced in the data given in Table I].

The data given in Fig. 8 (and in Fig. 6) provide evi-
dence for the anisotropy of properties at the (110) sur-
face.®2*21:% Comparing the data in Figs. 8(a)-8(c) corre-
sponding to the surface region we observe that the struc-
ture factor for g, [Fig. 8(a)] is the lowest (more negative)
in both temperature regimes. This indicates a larger rms

vibrational amplitude parallel to the surface plane along
the atomic rows ([110] direction) and the persistence of
long-range order across the atomic rows [Figs. 8(b)] to
higher temperatures than that in other crystallographic
directions. This conclusion correlates with our observa-
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FIG. 7. Same as Fig. 6, at 1250 K, calculated from simula-
tions of two systems of different sizes. The squares, circles, and
diamonds correspond to structure factors |S;(g,)|%, a=1,2,3
calculated for a 25-layer system; +, X, and * denote results
obtained for a 15-layer system.
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tions concerning enhance diffusion and tendency to disor-
der in the [110] direction (see following discussion).

The melting transition of the top region of the solid is
further shown by the layer diffusion coefficients, shown in
Fig. 9 versus temperature, calculated from the particle
trajectories generated in these simulations according to
Eq. (3). The total diffusion coefficients (n; =3) in the top-
most layers of the system are shown in Fig. 9(a) and a
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decomposition (n;=1) into diffusion coefficients along
the atomic rows (in the [110] direction) and across the
rows (in the [001] direction) are shown in Figs. 9(b) and
9(c), respectively. As is evident from these results, the
layer diffusion coefficients are larger for regions closer to
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FIG. 9. Coefficients of diffusion in layers, vs temperature, for
the Cu(110) system. Filled squares correspond to the adlayer,
1=0; filled circles to the first layer; inverted triangles; I =2, X’s
denote the diffusion coefficients in layer 3, diamonds correspond
to those in layer 4, and crosses for layer 5. (a) Total diffusion
coefficients; (b) and (c) Diffusion coefficients along the atomic
rows ([110] direction) and across the rows ([001] direction), re-
spectively. Note the marked increase in the rate of diffusion at
T 21200 K (particularly for ! <3). Diffusion coefficients in
units of (A 2/ps) and temperature in degrees Kelvin.
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the vacuum interface (i.e., D; > D, ) exhibiting a slow
gradual increase until 7=1200 K, and a marked
enhancement in the diffusion rates for 7% 1200 K (note
that the onset of the increase of D, for the fourth layer
occurs at a somewhat more elevated temperature than
that corresponding to layers / <3). These observations
correlate with the structural variations at the surface re-
gion exhibited in Figs. 6 and 8. Finally, we remark that
the coefficients for diffusion along the rows ([110] in Fig.
9(b)) are in general higher than those for the direction
across the rows ([001] in Fig. 9(c)), which indicates an
enhanced tendency for disordering and eventual initiation
of melting in the former direction. These observations
correlate with anisotropic diffusion on the (110) surface of
Pb close to the bulk melting, measured via quasielastic
scattering of low-energy He atoms,*® and with our re-

where Egs. (6a) and (6b) correspond to the solid and
quasiliquid regions, respectively, and the model parame-
ters depend on a, denoting the index of a reciprocal lat-
tice vector g, [we use in the following g, and g,, which
lie along and across the atomic rows in the (110) surface,
respectively]. The parameters 3 and y are the OP decay
factors in the solid and liquid regions, respectively, and
I* and m* are the location of the interface between the
two regions and the value of the order parameter at the
interface. m, is the value of the OP in the bulk of the
solid dynamical part of the system and % is a fitting pa-
rameter of the model. The quantities I, my, and B
denote the layer location of the interface between the
solid-static substrate and dynamic solid parts of the simu-
lated system, an effective OP for that interface, and the
decay constant into the dynamic solid, respectively. [The
term in Eq. (6a) involving the static-substrate is included
for technical reasons, and does not affect our results, see
below.]

Requiring that the magnitude and slope of the OP’s in
Egs. (6a) and (6b) will be equal at the interface between
the solid and liquid (i.e., at I *) yields

— %
m*(a)=m+(mg—my)e =t ), (7a)
and

*
B —1%)

y=[B(my,—my)e —B(m—m,)]/m* . (7b)

In order to determine the various parameters of the
model, we construct the function

NL
F(mbam’ﬁyl*:mss,lss’ ss): 2 [’nl(a)'_|‘Sl(goz)|2]2 .
1=1

®)
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sults for the Ni(110) surface.’!

We turn next to a quantitative discussion of the tem-
perature dependence of the order parameters and thick-
ness of the quasiliquid. As mentioned in the introductory
section surface melting has been treated using the frame-
work of Landau-Ginzburg (LG) theory>**~38 with sin-
gle?*373% and multicomponent® order parameters (OP).
A natural choice of order parameters m(g,,z)=m(a,z)
for our system are the magnitudes of the structure factors
|S(g,2)|% Dividing the system into layers, as discussed
above, and denoting the topmost layer of the crystal as
1 =1, and the one next to the static substrate as / =N, we
assume, in the spirit of the LG theory, the following form
for the dependence of the order parameter on layer num-
ber [and thus distance along the normal to the (110) sur-
face, increasing into the material],

, 1=1* (6a)

(6b)

Using the layers’ structure factors \S,(ga)lz, obtained
from the simulations at different temperatures (see Figs. 6
and 8), the function F is minimized, via least-square
fitting, with respect to it’s arguments (in all cases the
quality of the fit was such that F/N; <2X107%).
The values obtained by the fitting procedure were,
for all cases, m*=~m, [ ,>~N;+1, 0.8=<B,=<1.0,
09=<my =<1.0, y=0.5 for T>1250 K, and y(g;)=0.7
and y(g,)=0.3 for lower temperatures. We also noted
that the values of the other parameters, given in Table II,
are not sensitive to small variations in the above parame-
ters.

Motivated by the mean-field theoretical results,® we
show in Fig. 10 the values obtained via the above fitting
procedure for [*(T), the location of the solid-to-
quasiliquid interface, plotted versus —In(1—T7T/T,),
where T7,, 1is the calculated melting temperature
(T,,=1284 K), for two reciprocal lattice vectors in the
(110) surface. As seen from the figure, for 7= 1225 K, as
well as for T"<1000 K, the results obtained for the two
reciprocal lattice vectors nearly coincide. At the lowest
temperatures (7 <1000 K) [*=0, increasing to a finite
value for 7> 1000 K. For 1000=T7 <1200 K, /*(T)=1.
A straight-line fit to the data for 7"= 1200 K yields

I*(T=—3In(1—T/T,,)—3.33 . 9

This expression can be converted to the quasiliquid thick-
ness in units of length by multiplication with the layer
spacing, for which we choose the value at the bulk at the
melting point (d=1.3013 A at 1284 K), ie,
z*(T)=dIl*(T). Expressing z*(T) in the form

z*(T)=—§7dln(1—T/Tm)—zo , (10)
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TABLE II. Values of parameters obtained by least-squares fitting [see Eqgs. (6) and (8)], using values
for the structure factors for two reciprocal lattice vectors (g; and g,), obtained from simulations at vari-
ous temperatures.

g1 g2

T (K) my m* * B my, m* * B
1275 0.412 0.172 5.05 0.38 0.629 0.273 4.92 0.41
1250 0.423 0.182 2.77 0.49 0.633 0.308 2.81 0.51
1225 0.446 0.182 1.65 0.44 0.655 0.308 1.64 0.48
1200 0.444 0.144 0.90 0.57 0.657 0.331 0.24 0.53
1150 0.466 0.228 0.86 0.72 0.670 0.457 1.32 0.67
1100 0.493 0.218 0.45 0.67 0.692 0.487 1.07 0.68
1000 0.538 0.175 —0.10 0.84 0.729 0.425 0.00 0.69
900 0.576 0.271 0.00 1.2 0.757 0.497 0.00 0.80

S

lead to £;,=4.3¢ A (§,/d\n=~1.7, where dyy is the
nearest-neighbor distance at melting) for the correlation
length in the solid. We note that our value for &, is simi-
lar to that determined via mean-field analysis of the ex-
perimental results for Pb(110),>3® where £,=6.3 A, and
£4/dnn =1.6 for temperatures sufficiently below T,, so
that short-range atomic interaction are dominant (regime
I, see Refs. 3 and 33).

We should note that while z* appears to obey the loga-
rithmic dependence [Eq. (10)] predicted by the LG
theory, £, in Eq. (10) does not coincide with the correla-
tion length d /B characterizing the decay of the order pa-
rameter in Eq. (6). In fact from Table II we observe that
B varies witho temperature, leading to values of
2.65d/B<3.4 A for T>1200 K where the logarithmic
dependence of z*(T) on T is observed [see Eq. (10) and
Fig. 10]. Furthermore, we note that the values for the
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FIG. 10. The location of the solid-to-quasiliquid interface
(I*(T), left scale; z*(T)=dl*(T), right scale, where d =1.2013
A) vs —In[1—(T/T,,)], where T,, is the melting point for Cu
determined from our simulations. The values of /*(T) were ob-
tained via the least-squares-fitting procedure as described in the
text (see Table II). Filled squares and circles correspond to
values obtained via the structure factors g, and g,, respectively.

correlation length (d/y) of the OP in the quasiliquid
(where ¥ =0.5 for T'=1250 K) is of similar magnitude
(~2.6 A) to that found in the solid.

Finally we discuss the mechanisms and energetics un-
derlying the disordering leading to the nucleation of
melting (in fact, gradual surface premelting) at the sur-
face of the material. As shown in Table I and as noted in
our discussion of the structure factors, the onset of disor-
der involves the generation of vacancies in the topmost
layer (I =1) of the crystal at ~900 K and the associated
development of the adlayer (I =0). We also note that at
higher temperatures vacancies in deeper layers begin to
appear. In this context we should emphasize the dynam-
ic nature of the process as observed via analysis of parti-
cle trajectories revealing a host of intralayer and inter-
layer vacancy migration mechanisms. In Fig. 11 we plot
the logarithm of the average number of adatoms (I =0)
and vacancies in the first layer versus (kzT)~!. The fact
that the slopes of the adlayer and first-layer data are not
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FIG. 11. Natural logarithm of the equilibrium average num-
ber of adatoms (/ =0, filled circles) and vacancies in the first
layer (I =1, empty circles) vs (kzT) ™! in units of eV. Note the
linear relation for the lower temperatures T'< 1150 K.
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parallel to each other reflects the fact that at 7> 1150 K
not all the atoms in the adlayer (I =0) originate from the
first layer (I =1). Using the slope of the data for /=1 in
Fig. 11 up to 1150 K (above which premelting of the sur-
face layer occurs) we estimate a vacancy-adatom-
formation energy of ~0.4 eV. It is instructive to note
that this value is much smaller than that (~1 eV) es-
timated in a similar manner in our investigation of the
Ni(110) surface.

As we discussed in detail elsewhere®' the vacancy-
formation energy E vy can be defined as

Evg=E(N —1,1)—E(N,0)—E, , 1y

where E(N —1,1) is the energy of the solid containing
(N —1) atoms and a single vacancy E (N,0) is the energy
of the perfect solid, and E; (> 0) is the sublimation ener-
gy (negative of the cohesive energy per atom in the per-
fect infinite crystal) of the system. Similarly the adatom-
formation energy E s can be defined as

E,s=E(N+1,1)—E(N,0)+E, , (12)

where E(N+1,1) is the energy of the solid containing
(N +1) atoms, one of which is an adatom. It is difficult
to obtain Eyg and E .y at a specified finite temperature
from the simulations because the small differences are ob-
scured by the fluctuations in the total energy. Using a
conjugate-gradient energy minimization (i.e., relaxation)
in conjunction with the EAM potentials, we have deter-
mined first the zero-temperature values for the following
quantities: E;=3.5366 eV (compared to the experimen-
tal value’™® of 3.54 eV); E,r=0.217 eV, and
Eyr=1.127 in the infinite bulk solid (compared to the ex-
perimental value’® of 1.3 eV). In this context we re-
mark that in fitting the EAM potential parameters®® only
the bulk sublimation and vacancy-formation energies as
well as bulk elastic constants have been used. Therefore,
the values obtained for the energetics of the surface re-
gion of the material are consequences of the EAM poten-
tials rather than fitted values. The cohesive energy of
atoms in different layers, E (I), given in Table III, is cal-
culated for atom i in layer / from a decomposition of the
EAM total cohesive energy expression to a sum of atomic
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contributions. This decomposition of E_, is within the
context of the parametrization of the EAM potentials®
used by us, and in general is nonunique. Obviously, E (/)
is of smaller magnitude (less negative) for atoms in the
surface layers, converging to —E; in deeper layers of the
semi-infinite solid. The surface energy of Cu(110), E
can be obtained from the E (/) values given in Table III as

E =3 [E()—(—E))], (13)
]

yielding E,=0.7393 eV/atom (i.e., 1350 erg/cm?) com-
pared to the measured’’ crystal-vapor surface energy
(1790 erg/cm?), which represents an average over several
crystal faces, and to the value obtained by using a
different parametrization of the EAM potentials>®®
(1400 erg/cm?).

From Table III the single vacancy-formation energy
[with and without relaxation, Eyg(/) and E%g (1), respec-
tively] is smaller in the topmost layer (I =1) and is largest
in the second layer. We call attention to the anomalous
behavior of the third layer, where we find that a vacancy
in that layer is unstable and upon minimization of the en-
ergy of the semi-infinite crystal it migrates to the first lay-
er [this is reflected in the large value of the relaxation en-
ergy, resulting in Eyg(3)=Eyg(1)]. Further discussion
of vacancy-formation energies can be found in our earlier
study.”!

The smaller vacancy-formation energies which we find
for the Cu(110) surface, in comparison to those calculat-
ed’! for the Ni(110) surface, correlate with the enhanced
premelting of the Cu(110) surface (i.e., formation of a
quasiliquid layer), at a temperature (~1200 K)
significantly below the bulk melting point T,, =1284 K,
whereas the Ni(110) surface melts at a temperature
(T > 1700 K) very close to T, (1733+30 K).

V. SUMMARY

In this paper we investigated the melting of the (110)
surface of copper using molecular-dynamics simulations,
in which the embedded-atom theory was used to describe
the energetics and many-body interatomic interactions.

TABLE III. Energies in layers (/ =1) is the topmost layer of the solid at T=0 K. E(l) is the
cohesive energy of atoms in layer I. E%g(]) is the vacancy-formation energy without lattice relaxation

[see Eq. (I11)]. Eyp gu(l) is the

relaxation

energy following the vacancy formation.

Eyp()=E{g(I)+ Ey (1) is the vacancy-formation energy including lattice relaxation. Eyg(l)+E 3}
[see Egs. (11) and (12)] is the formation energy (including relaxation) of a vacancy adatom pair, with the
adatom far from the vacancy. Energies are given in electron volts.

! EWM) EVe(l) Ey,retax(D) Eve(D Eve(D+EZr

1 —2.9432 0.276 —0.079 0.197 0.414

2 —3.4029 1.358 —0.084 1.274 1.491

3 —3.5232 1.291 ~1.094 0.197 0.414

4 —3.5377 1.139 ~0.017 1.122 1339

5 —3.5368 1.141 —0.017 1.124 1.341

6 —3.5365 1.143 —0.016 1.127 1.344
bulk —3.5366 1.143 —0.016 1.127 1.344
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In addition, we determined that the bulk melting temper-
ature for the model is 1284110 K, and studied structural
and transport (diffusion) properties of the solid-to-melt
equilibrium interface at coexistence. As in the case of
our previous study of nickel,> the solid-melt interface is
diffuse, exhibiting a “liquid-layered” transition region
(i.e., an interfacial region stratified in the normal direc-
tion to the plane of the crystal). Energetic and particle
transport (diffusion) properties exhibit a gradual change
from solid-to-melt behavior across the transition region
(see Fig. 1).

The surface region of Cu(110) starts to disorder, via the
generation of vacancies and formation of an adlayer at a
temperature of about 900 K. At a temperature of about
1200 K (i.e., ~80 K below bulk melting) the onset of a
quasiliquid region, which exhibits liquidlike energetic,
structural, and transport properties, is observed.

Analysis of our results, motivated by Landau-Ginzburg
(mean-field) theories, shows that the thickness of the
quasiliquid layer z*(7T) increases logarithmically as the
temperature approaches the melting point, with a corre-
lation length of 4.3 A, in correspondence with results ob-
tained via the analysis of experimental data®>® for
Pb(110).

We also find, by fitting results for the structure factors
obtained via the simulations to an assumed form of the
dependence of the order parameter (OP) on distance from
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the solid-to-quasiliquid interface [see Eq. (6)], that the
correlation length characterizing the decay of the OP in
the solid takes values between 2.6 and 3.4 A for T > 1200
K, where the logarithmic behavior of z*(T) with T is ob-
served (see Fig. 10), and that the correlation length of the
OP in the liquid for 7> 1250 K is of similar magnitude
(~2.6 A).

Comparison of the results of this study to those ob-
tained in our previous investigation of the melting of the
(110) surface of nickel demonstrates the propensity of the
Cu(110) surface to premelt with an onset well below the
bulk melting temperature, while the Ni(110) surface melts
at a temperature close to that of the bulk. These results
are in agreement with those deduced for the two materi-
als from a surface melting condition which relates the in-
terfacial free energies of the solid, liquid, and vapor at
coexistence.>?
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