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Charge exchange and energy loss of particles interacting with surfaces

A. Narmann and W. Heiland
Universitat Osnabriick, Fachbereich Physik, Barbarastrasse 7, D 4500-0snabruck, Federal Republic of Germany

R. Monreal and F. Flores
Universidad A utonoma de Madrid, Departamento de la Materia Condensada, CXII,

Cantoblanco, E-28049 Madrid, Spai n

P. M. Echenique
Euskal Herriko Unibertsitatea, Kimika Fakultatea, Fisika Saila, Apartado 1072,

E-20080 San Sebastian, Spain
(Received 31 October 1990; revised manuscript received 9 April 1991)

The charge state and energy loss of low-energy He ions scattered off a Ni(110) surface have been mea-
sured using a time-of-Aight technique. A first-principles theory in combination with trajectory calcula-
tions is used to analyze both the charge-state and the energy-loss data. The neutralization of the incident
He ions occurs via the Auger process. We find that the experimental results for the energy loss can only
be explained when accounting for the charge exchange during the interaction and for straggling effects.
The change of the charge state appears in the spectra through the asymmetry, whereas the straggling
shows up as a broadening of the peak.

I. INTRODUCTION

Two of the most important physical properties accom-
panying the interaction of particles with metal surfaces
are the charge state of the particles and the energy lost in
the course of scattering. Since charge state and energy
loss are interrelated, they can hardly be understood on
their own.

The scattered particles include surviving ions, neutral-
ized ones, and reionized particles —possibly more than
once—as well as such particles changing the sign of their
charge during the interaction (e.g. , H+ —+H ~H ). For
a given target the yield of the di6'erent charge states de-
pends strongly on the energy of the incident particles, the
angle of incidence and on the crystallographic direction
along which they are scattered.

The energy loss of particles scattered into a certain
charge state depends on the history of the particle during
the interaction with the surface (i.e., multiple reionization
and neutralization) as well as on the incident energy, in-
cident angle, and azimuthal direction. The first report-
to our knowledge —on the inAuence of charge changing
collisions on the energy loss was by Allison in the late
fifties. '

The aim of this work is to shed some light on this in-
terrelationship between energy loss and charge exchange
and to point out how the physical efFects infIuence each
other.

This work is a continuation and an extension of our re-
cently published results; for a more extensive review on
earlier work see Ref. 3. The paper is divided into three
parts: First, the experiments will be described, i.e., the
experimental setup used, the results obtained as well as
the computational calculations performed with the MAR-

LOWE code. (Since MARLOWE simulates an experiment, it
belongs to this section. ) In the second part the theory
used to explain the experimental findings will be present-
ed, and finally a comprehensive discussion will be given.

II. EXPERIMENTS

The experiments were performed in an ultra-high-
vacuum (UHV) system with a base pressure of about
2.0X 10 ' mbar described in detail in Ref. 4. The heart
of the apparatus is a time-of-flight (TOF) system with the
TOF tube placed at a scattering angle of 10. In an ac-
celeration stage the charged particles leaving the surface
can be separated from the neutrals. The detector has an
angle of acceptance of 1.2' (full width). In the energy re-
gion used in the experiments the detector e%ciency is the
same for ions and neutral particles. The time resolution
at 1 keV is 5 ns. The target is mounted onto a manipula-
tor, which allows for variation of the azimuthal and in-
cident angle. In the experiments to be described the in-
cident angle was fixed at 5'.

From the scattered beam the charge states and the en-
ergy loss were detected. For the experiments a clean
Ni(110) surface was used. The cleanliness of the surface
was checked by ion-scattering spectrometry (ISS) using
an electrostatic energy analyzer at a scattering angle of
90 as well as by monitoring the width of the TOF distri-
bution of the scattered particles. The preparation of the
crystal was achieved in situ by prolonged sputtering with
1—2 keV Ne+ ions at small incident angle (less than 3')
with simultaneously varying the azimuthal angle and sub-
sequent annealing. This procedure was repeated until (a)
in the IS spectrum only non-Ni peaks with an intensity of
less than 1% of the Ni peak appeared (which was
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achieved 1 or 2 days after the crystal was brought into
UHV) and (b) the width of the TOF distribution of the
scattered particles did not decrease any more (which took
up to 2 weeks). In this way we have minimized contribu-
tions to the width of the peak by steps and defects on the
surface. Once the width was minimized, a clean
surface —in the sense described above —could be obtained
by a few hours of small-angle sputtering and subsequent
annealing. The quality of the surface structure after this
treatment was checked by low-energy electron diffraction
(LEED). From former LEED measurements on a
difFerent Ni(110) crystal a terrace length of about 100 A
was deduced.

Surface imperfections tend to enhance the background
and broaden the angular (azimuth) as well as the energy
distribution of the detected particles. The calibration of
the primary beam energy, the beam spread on the target
and the scatter of the TOF data add up to errors of about
+10 eV in the 1—5 keV incident energy range.

A. Measurements of charge state

After scattering a He+ beam with an energy of 2—5
keV off a Ni(110) surface, the ions were accelerated in the
TOF tube to clearly separate the ions from the neutral
particles in the TOF spectra. For an incident energy less
than 2 keV the ion yield is too small to be measured with
good enough accuracy; above 5 keV the post-acceleration
voltage becomes insufficient to distinctly separate the ion
and the neutral peak. A typical TOF spectrum is shown
in Fig. 1. The peak at shorter time corresponds to faster
particles in the scattered beam, i.e., in this case ions.

For each azimuthal angle the neutral and the ion peaks
have been integrated. The ion yield obtained in this way
includes both surviving and reionized ions. As we will
show layer, surviving and reionized ions suffer different
energy losses, and hence it should be possible to see two
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peaks corresponding to ions in the TOF spectra. But un-
fortunately the distance between the post-acceleration
stage and the detector is too short in our TOF system to
resolve those two peaks. A simple calculation (assuming
a ratio of 3.7 for the friction coefficient of an ion to the
friction coefficient of a neutral particle, see Sec. IV)
shows that, e.g., in Fig. 1 the peak corresponding to sur-
viving ions should appear at 3.7 ps, i.e., still in the tail of
the peak of the reionized particles.

The azimuthal angles have been chosen to include the
two major crystallographic directions: [110] at /=0'
and [001] at /=90'. Figure 2 shows the angular depen-
dence of the neutral yield for different energies. The ion
yield is given in Fig. 3, and the azimuthal dependence of
the charged fraction, defined as

Y(He+ )

Y'(He+)+ Y(He )

where Y(x ) stands for yield of x, is plotted in Fig. 4. The
results are similar for all energies: (a) maxima of the ion
and neutral yield in [110] and [001] directions and (b)
minima of the charge state fraction in the crystallograph-
ic directions although the ion yield exhibits maxima in
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FIG. 1. Time-of-Aight spectrum of He incident on Ni(110).
The peak on the right (shorter time) corresponds to reionized
particles and the one on the left to neutral particles. The inten-
sity scale is logarithmic. Separation of the peaks was achieved
by applying a post-acceleration voltage of 1500 V. Note that
the time axis runs from the right to the left.
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FIG. 2. Azimuthal dependence of the yield of neutralized He
ions when scattered off a Ni(110) surface. Incident angle was 5,
and scattering angle was 10 .
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these directions; i.e., in the surface channel directions
there are actually less ions than for random directions.
("Random" signifies a no-low-index direction. )

B. Measurements of energy loss

To determine the energy lost in the course of scatter-
ing, the TOF spectra were converted into energy spectra.
Then, after evaluating the primary energy by deflecting
the primary beam into the TOF tube, the energy loss
could easily by calculated. Figure 5 shows the energy
spectra of reflected neutrals scattered along random
direction for different incident energies. The peaks are
asymmetric: The low-energy tail falls off more slowly
than the high-energy tail, in contrast to the spectra calcu-
ated for somewhat higher incident energies in Ref. 7,

where the shapes are well described by Gaussians. The
asymmetry is even more obvious in the spectra obtained
after scattering along crystallographic directions. Figure
6 shows the energy distribution of neutrals after 3-keV
He+ scattering oF Ni(110) along [110]and [001]. Figure
7 shows the energy distribution of He+ scattered along a
random direction off Ni(110) (and leaving the surface as
ions).

Because in the case of the ion spectra we cannot
separate the surviving ions from the reionized particles
(see Sec. II A), we will not discuss the spectra of outgoing
ions in more detail. The surviving ions appear in the tail
of the ion spectrum and, hence, do contribute in the same
way as reionized particles with a larger energy loss.

C. Calculations of the particle trajectories

Figures 2 and 3 show that there are maxima of the ion
and the neutral yield in the crystallographic directions,
due to surface channeling. The strong steering becomes
evident by inspection of the data of the MARLOWE simula-
tions. '

MARLOWE describes the collisions of the incoming par-
ticle with target atoms in a binary-collision approxima-
tion. Between the collisions the particles move along
straight lines, the asymptotes of their paths in the labora-
tory system. Thermal vibrations were taken into account
by randomly choosing the atomic lattice positions ac-
cording to a surface Debye temperature of 200 K." The
inclusion of the Debye temperature is important; omit-
ting it leads to features that are much too sharp com-
pared to the experiments. Image charge effects are not
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FIG. 3. Azimuthal dependence of the yield of He ions when
scattered off a Ni(110) surface. Incident angle was 5', and
scattering angle was 10 .

FICx. 4. Charge-state fraction as defined in the text as a func-
tion of azimuthal angle for different energies.
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accounted for, but in our case this is a reasonable as-
sumption, since the Auger neutralization to the ground
state is very fast (see Sec. III A) and we are dealing with
particles that are neutral practically along the whole tra-
jectory. The results shown below are based on 20000 in-
cident He particles. The potential used is the Ziegler-
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FIG. 6. Energy spectra of reflected neutral particles for a 3-
keV incident energy in crystallographic directions. Incident an-

gle of incoming He ions was 5', and scattering angle was 10'.
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Biersack-Littmark (ZBL) potential, ' which gives better
agreement with the experiment than the Thomas-Fermi-
Moliere (TFM) potential. '

Figure 8 shows the azimuthal dependence of the
penetration depth of the detected particles only as well as
of all rejected particles. The results for the reAection
coeKcient are shown in Fig. 9. The minima are related to
the structure of the crystal surface, i.e., in channel direc-
tion some particles penetrate into the bulk and escape
detection.

Two sets of trajectories in the side and the top view are
plotted in Fig. 10 for two different azimuthal directions.
The trajectories shown are a randomly chosen subset out
of the 20000 incident particles. As already shown by the
penetration depth data the trajectories in the random
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FIG. 5. Energy spectra of reflected neutral particles for
different incident energies in random direction. Incident angle
of incoming He ions was 5', and scattering angle was 10'.

FIG. 7. Energy distribution of He scattered along a random
direction off Ni(110). The energy scale shown is not exact due
to uncertainties in the determination of the post-acceleration
voltage.
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(a) He ~ Ni(110)
Eo ——5 keV

direction do not penetrate the outermost layer, whereas
in the channel direction the particles are steered between
the surface rows. For a more detailed analysis of the
MARLOwE data see Ref. 14.

III. THEORY
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FIG. 8. Penetration depth of all detected (top) and all
reflected (bottom) particles in units of the lattice constant
do=3. 51 A.

There exists a large amount of literature concerning
charge exchange and energy loss processes. Theoretical
investigations on the charge state of particles scattered
from surfaces are given, e.g., in Refs. 15—23; treatments
on the energy loss of particles scattered from surfaces in-
clude Refs. 24—28.

In the following we will describe charge exchange and
energy loss of a He particle at a Ni(110) surface in terms
of bulk properties expressed by the bulk dielectric
response function, which of course requires justification.
Following the arguments given by Lang, the "effective"
surface is positioned at a distance D above the last atomic
layer with D =xo+ —,'d, where d is the interplanar spacing
(for Ni: d =2.55 a.u. ) and xo is the center of mass of the
induced charge-density distribution (for r, =2 is xII =1.6
a.u. ). Since for Ni r, (2, we get D=1.52 A as a lower
limit for the distance of the effective surface in front of
the outermost lattice plane.

This is to be compared on the one hand with the re-
sults of the MARLowE calculations (see Sec. II C) accord-
ing to which the He particles (in the energy range investi-
gated here) approach the last atomic layer to a distance
of 0.4 A—i.e., clearly below the effective surface —and on
the other with the decay length for the Auger-transition
rate, which is 1.3 A (see Sec. III A).

We also calculated the Auger-neutralization rate using
the surface dielectric function (using roughly the same
model as outlined below), but the results do not agree
with the experimental numbers (thus giving further in-
direct support for our approach).
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A. Charge exchange processes

Two mechanisms seem to be most important in He+
neutralization: the Auger capture and resonant tunneling
from a metal state to tke empty 2s state with subsequent
Auger deexcitation to the ground state. The second pro-
cess is only effective if the energy of the 2s level lies below
the Fermi energy. But for He+ the metastable 2s level
crosses the Fermi energy at such a large distance away
from the surface that no electronic transition can occur
here. ' In the following we will use atomic units
throughout.

1. Interaction of an ion with an e1ectron gas

v' («g)
60 90 The Hamiltonian of the system, H, consists of the

Hamiltonian of the electron gas Ho, the Hamiltonian for
the ion HI, and an interaction term V:

FIG. 9. Azimuthal dependence of the particle reflection
coefficient for 3- and 5-keV incident energy.

Ho+Hr+

where HI and Vare given by
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The vector rj. points to the jth electron in the electron
gas, RI points to the ion center of m.ass, and H;„„,„,l
refers to the internal structure of the ion. ZI is the
charge of the ion, and M is its mass. p(r) is the particle-
density operator given by
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FIG. 10. Particle trajectories for 3-keV He scattered off Ni(110) in two diFerent azimuthal directions.
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p(r)= +5(r —r ) .
J

The initial state is given by

li &
e' 'ly &e' '

which fulfills

k 1alit &=E;lt &, E, = + —k,'+E,„„„„.,2M 2

with k being the momentum of the ion, k; the momentum
of the electron, and E; the energy in the initial state.
lP;„„,„,i& and E;„„,„,i are the wave function and energy,

ik,. r'
respectively, of the ion and e ' represents the free elec-
tron jumping into the He 1s state. After capturing an
electron, the final state is

internal O

with energy

ko
f ~(~ + 1 )

~0 internal

There ko is the total momentum of the ion-electron corn-
posite,

R= (r, +MRI )
1

is the center of mass, r, is the coordinate vector of the
electron in the composite, uo is the wave function (with
energy too) describing the relative motion of the electron
in the composite with respect to the ion, and r' =r, —RI.

The Fermi golden rule then gives the transition proba-
bility per unit time for the transition li &lO& —&lf &ln &,

where
l
n & denotes an eigenvector of the homogeneous

electron gas. For details of the calculation see, e.g. , Ref.
30. The resulting Auger-transition rate is

k,.

2
' —q v+coo 2 l(u, (r')le "'le' ' '

& l',
2 e(q, co)

where co and q are the energy and momentum of the exci-
tation in the solid, kz is the Fermi wavevector, and v is
the velocity of the ion core; v has been taken to be con-
stant before and after the collision. In our case, however,
for the low incident energy regime, v is small enough to
be taken as v =0 with a good accuracy.

2 denotes the imaginary part, and e(q, to) is the dielec-
tric function of bulk nickel, which has been approximat-
ed by a local one, eN;(co), with an appropriate cutoff in q:

e(q, to) =eN;(co)8(p, —p),
where eN;(to) was taken from the data compiled in Ref.
31 and q, was introduced to describe the decay of the
dielectric function for large q, q, is expected to lie be-
tween the Fermi wavelength q+ ——0.7 a.u.—
corresponding to s electrons —and qd

——2.0 a.u. associated
I

with the momentum of the d electrons.
The metal wave function was orthogonalized to the

atomic one by means of

lk, &=+, —(u, le„&u,(r),

where 4k is the crystal Bloch function, which has been
t

written as a linear combination of atomic functions:—ik,.R.
tIii, = gR e ' 'la&, where

la&=le &
—(uolte &luo&,

and 4& (r —R ) are the localized wave functions for the
orbital a of the atom at site R .

As a further approximation the interference terms be-
tween the different sites were neglected, i.e., instead of
'Pk now 4& (r) —(uol4' &uo(r) was used. This leads to

i

= g I 3 I z g I p (E)dE5(to+E too)J — l(uo(r')le 'q'la&l
R

— (2 ) o 2 q o e q, co

where p (E) is the density of states associated with the
orbital 4 .

For computation the Ni-4s, Ni-3d, and He-1s wave
functions have been taken from Ref. 32 and the density of

TABLE I. Maximum transition probabilities for different
cutoffs and the decay lengths corresponding to s and d electrons.

states for s and d electrons we took from Ref. 33. The re-
sulting transition rates, as well as the corresponding 1/e
decay lengths, are listed in Table I for two different
cutoffs. From there we conclude, that the effect of the d
electrons is negligible because of the much shorter decay
length.

2. Other mechanisms of charge exchange

+A, s

+A, d

q, =1 a.u.

28X10 ' s
1.7X10 ' s

q, =1.5 a.u.

11X10 ' s
4.8X10-" s

1.3 A=d,
0.4 A=dd

Here we give a very short summary of other charge ex-
change processes and discuss the relevance for our case.

a. Inner shel/ processes. For high velocities, close
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atom-atom collisions are dominant and capture of
inner-shell electrons is possible. The cross sections asso-
ciated with this process have been analyzed in Ref. 35 for
high (U ))1) and intermediate (U = 1) velocities. In the
velocity range used in this work inner-shell capture is of
no importance.

b. Dynamic resonant processes. These are induced by
the periodic lattice potential, which the ion sees as a
time-dependent perturbation when traveling along the
surface. The probability per unit time of having a dy-
namic resonant loss is given by

& I &s I'I &s l~ ""Ik&I'
1k+vI & kF g

X5(E ——'k +g v)

with g being a reciprocal lattice vector and V the
Fourier transform of the crystal potential. This loss pro-
cess will be used in the discussion to explain azimuthal
effects.

A similar formula holds for capture and is obtained by
replacing the ) sign under the sum by a ( sign and sub-
stituting the plus signs in the exponential and in the argu-
ment of the 5 term by minus signs. In the derivation of
these formulas interference effects between different re-
ciprocal lattice vectors (those satisfying g v=g' v have
been neglected; i.e., efFects associated with channeling are
not included.

The cross sections for the different capture and loss
processes are shown, e.g. , in Figs. 21 and 23 of Ref. 30.
From there we conclude that for capture processes the
Auger process overwhelms all other mechanisms in our
velocity range and that the only loss process active is dy-
namic resonant loss.

B. Energy loss and straggling

In low-energy ion scattering there are two different
types of energy losses. The discrete losses are most-
ly understood in terms of electron promotion models
based on a theory developed in Ref. 39. In our case the
impact parameter is too large for those processes to be
active.

The other kinds of losses are observed as a shift of the
elastic peak position as well as a broadening of the energy
loss spectrum on the low-energy side. ' ' These peak
shapes are difficult to understand, since in most experi-
ments they are affected by neutralization, and-
depending on the geometry used —multiple scattering
may contribute, too.

In the literature there are two different approaches
dealing with energy losses associated to the motion of a
charge or an atom near a metal surface. The energy dis-
sipated to a metal surface was calculated by a friction
coefficient method ' and by a dynamical approach
based on the dielectric surface response.

The friction coefficient method is based on a Brownian
motion formalism to treat the kinetics of chemicals near
metal surfaces. Sols, Miranzo, and Flores have shown
that in the low-velocity limit the dynamical approach
yields the same results as the friction coefficient method.

This implies that the friction coefficient can be expressed
in terms of the bulk dielectric function.

In the following we wiH concentrate on the energy loss
experienced by the particles in the interaction region (we
shall estimate later the loss suffered before and after
penetration into this region) and write for the differential
energy loss dQ+ =y,+Uds for ions and dQo=y, uds for
neutral particles, where y,+ and y, are the surface fric-
tion coefficients.

Up to now we only considered differential energy losses
dQ + from which the total energy loss is obtained by in-
tegrating this quantity over the distance the particle in-
teracts with the surface. We did not account for effects
arising from the energy distribution in a single collision.
(In our case these are electron-hole-pair excitations. )

This will affect the energy loss, since it is the cumulative
result of a large number of collisions and because this en-
ergy distribution is different for ions and neutrals.

Those effects will lead to a broadening of the energy-
loss spectrum, which in our incident energy range can be
described by a Gaussian straggling function

(Q —
Qo )'f Q —

~2.n-p —
2n2

where II is the width of the distribution, and Qo is the
mean value.

IV. DISCUSSION

Let's first have a closer look at the calculations of the
particle trajectory lengths (Table III). Figure 11 shows
how the trajectory lengths were determined from the
MARLowE data. L is the length the particles stay within
a distance d, near the surface, where d, is the decay
length corresponding to the s electrons as determined in
Table I.

For the case of 300 eV and for the [001] directions the
numbers given are only rough estimates, since the spread
of the trajectories of the outgoing particles is very large,
making it difficult to determine the mean trajectory
length as described in Fig. 11. For very low energies
many particles are scattered off the surface at a distance
larger than d, . Then our approximation, taking advan-
tage of the bulk dielectric function, fails, of course (see
Sec. III). For this reason we will not discuss those cases
in more detai1.

Two important points results from Table III: First, the
lengths in symmetrical directions are much larger than in
random ones, as expected from Fig. 10. Then, secondly,
the trajectory lengths seem to approach a saturation
value with increasing energy. For the crystallographic
directions it should be noted that the lengths given are an
upper limit for the mean trajectory length simply because
in those directions the particles penetrate deeper into the
surface thereby artificially enlarging the above-defined in-
teraction region.

A. Charge exchange

We start with an analysis of the charge-state experi-
ments, i.e., concentrating on a discussion of the crystallo-
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He = Ni(110} [Random]

iJt = 5, 8=10', E, = 3keV

1st Ni Layer
2rid Ni Layer

part (0)

FIG. 11. Sketch of how the trajectory length L was determined from the MARLowE data. The obtained values are listed in Table
III.

n(He+) =-
dt

1 + 1
n( eH)+ [I n(He+)]—

+R

With n (He )= 1 for t =0 the solution is

TABLE II. Experimental charge-state fraction as defined in
Sec. II.

graphic dependencies of the charge state fraction based
on the experimental numbers summarized in Table II:
From Sec. III A we know that the only contributions to
charge exchange in our system are Auger capture and dy-
namic resonant-loss processes. I.et n, (He+) be the per-
centage of He ions at a given time t during the interac-
tion. There are two contributions that change this quan-
tity. On one side there are particles leaving this charge
state via Auger neutralization with a probability 1/r„.
(As already stated in Sec. III A we consider only transi-
tions involving s electrons. ) On the other side we have
particles that are already neutralized at time t,
n, ( eH) = 1 —n, (He+ ), but may be reionized via a dy-
namic resonant-loss process with a probability 1/wR. We
neglect dynamic resonant capture, since its cross section
is a factor of about 10 smaller than that for Auger cap-
ture.

This gives the following rate equation for the change of
the ion fraction (in the following we omit the index t ):

n(He+) = + 1—
+R +R

where

1 1

+R

The first term of Eq. (1), rlri„ is the equilibrium value
of n(He ) in the bulk, whereas the second term describes
the decay of the initial state. From Ref. 30 we conclude
cr ~ ))o ~, and hence rii ))r~, so that Eq. (1) can be ap-
proximated by

+n(He+) = +e

The time variable t runs from t=0, when the particle
enters the region where interaction with the surface
starts, to t = T, when the particle leaves that region. The
ion fraction after scattering is then given by

—L/A. ~n(He+) = +e
+R

+n(He+)= +e
R

or by writing things in terms of distance traveled along
the surface rather than time,

Energy

3.0 keV
4.9 keV

[110]

0.016
0.025

[001]

0.017
0.027

Random

0.023
0.035

Here L is the trajectory length the ion is in contact with
the surface, and A, z =vs.„ is a mean free path describing
the average length a particle travels near the surface until
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TABLE III. Trajectory lengths L for different energies deter-
mined as indicated in Fig. 11~ NC stands for not calculated.

Energy

300 eV
2.0 keV
3.0 keV
4.9 keV

14 keV

[110]

NC
47.8 A
54.5 A
59.7 A

NC

[001]

NC
54.9 A
61.0 A
64.7 A

NC

Random

12.0 A
28.3 A
32.4 A
43.0 A
43.0 A

it is neutralized. It is A, A =5.2, 6.3, and 8.2 A for 2-, 3-
and 5-keV incident energy, respectively (with
r„=1.7 X 10 ' s). With those values and the trajectory
lengths of Table III, the fraction of the initial He+ still
present in the outgoing beam can be evaluated. The
numbers are given in Table IV.

We attribute the azimuthal dependence of the ion yield
to the surviving ions for the following reasons: Once an
incoming ion is neutralized, it is reionized with only a
very low probability. Those particles which are reionized
capture an electron again very rapidly via the Auger pro-
cess and so the reionized particles that finally are detect-
ed have lost their electron on the very last part of the exit
trajectory where they did not have any further possibility
to recapture an electron.

By changing the azimuthal angle the length of the tra-
jectories of the particles is varied. (The angular distribu-
tion of the scattered particles is changed, too. We return
to this point later. ) Any of the trajectory lengths con-
sidered for our system (Table III) is much larger than the
mean free path A, A a He ion travels along the surface be-
fore it is neutralized. From this we conclude that the
yield of the reionized particles does not depend on the az-
imuthal angle. The yield of the surviving ions, on the
other hand, does depend on the azimuthal angle simply
because a longer trajectory "offers more possibilities" to
neutralize the ion.

In Eq. (2) the first term on the right-hand side, r~ /hatt,
gives the azimuth-independent yield of the reionized par-
ticles and the exponential describes the azimuthal depen-
dence of the yield of the surviving ions since L =L(P). It
is instructive to calculate the percentage of surviving ions
in the ion peak. For the 3-keV case, for example, one
gets for the [001] azimuth 0.3% and for random azimuth
25% surviving ions within the ion peak.

For the channel directions the memory term,
exp( L/A, „), is very—small compared to the random
direction. Therefore we use the experimental values of
Table II for crystallographic directions to estimate ~~ by
neglecting the memory term in those directions:

A

n,„,(He+ )

This yields, for 3 keV, ~z-—1.0X10 ' s and, for 5 keV,
'7g —6.5 X 10 ' s, con6rming the inequality ~~ &&zA.

Now going back to Eq. (1) we can get an estimate of
the charge fractions in a random direction by inserting
the obtained values. This yields, for 3 keV,
n„„d ——0.023 and, for 5 keV, n„„d, -—0.031 consistent
with the experimental numbers listed in Table II for ran-
dom directions.

B. Energy loss

In the following we will use the results obtained con-
cerning the charge state of the particle to explain the
energy-loss spectra. The elastic energy loss for a binary
collision between He and Ni is calculated from

E
M)

M) +M2
cos6+

2
M~ —sin 6

1

1/2 2

1. Friction coe+cient approach

The energy spectra of rejected neutral He particles for
three different incident energies are shown in Fig. 5. We
will show that the shape of the curves, which is appreci-
ably more asymmetric than expected in energy-loss ex-
periments, can be accounted for by charge-exchange pro-
cesses between the incoming ion and the target.

In the following we neglect the dynamic resonant-loss
processes, which make only a small contribution to the
stopping power. Thus we write the rate equations for the
ion and the neutral yield as

to be

E (5=10 ) =0.9979,
Eo

where 5 is the scattering angle, and M& and M2 are the
masses of the projectile and target atom, respectively.
For Eo (5 keV the elastic energy loss is

b Q, i ( ( 1 —0.9979)Eo —-10 eV

for single collisions. For glancing incident angle multiple
scattering occurs resulting in b, Q, &

((10 eV. Therefore,
we conclude that the energy loss in the system under
study is practically due only to inelastic effects. Hence,
we define the inelastic loss as the difFerence Q between the
calculated elastic-peak position and the maximum of the
energy distribution of the scattered particles.

TABLE IV. Fraction of initial He+ still present in the outgo-
ing beam for two different energies.

dn (He+ )

dt

dn(He )

dt

1
n (He+ ),

A

1 n(He+) .

(3)

Energy

3.0 keV
4.9 keV

[110]

1.8 X10-'
6.9X 10

[001]

6.2 X 10
3.7x10-'

Random

5.8X 10
5.2x10 '

Taking into account that the friction coefficient changes
with the charge state of the He particle we write for the
energy loss before neutralization
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Q+(x)= f y,+. u ds
0

and after neutralization

Qo(x)= f y, u ds
X

K
~ W

/

/

/

/

rimental data
out straggling

so that the total energy loss Q is given by

Q =Q+(x)+Qo(x)=(y,+ —y, )ux+y, uL, x E[O,L]

where x is the free path for the particle being an ion, and
I is the trajectory length. The second term is obtained
for x =0, i.e., it corresponds to those particles that are
neutral along the whole trajectory. Thus the first term
gives the additional energy lost by the particle when it is
an ion with (y,+ —y, ) as an effective friction coeflicient.
We define Qo:= go(0) and Q+ ..= Q+(L) as the energy
loss of a neutral particle and an ion, respectively, which
has not changed its charge state during the whole interac-
tion process.

Solving Eq. (3) yields

/

/

/

/

/

/

/

I

0
0

+ l

400 800 i200
Energy loss (eV)

dn(He ) Q Qo
o- exp

dg (y, —y, )uX„

FIG. 12. Comparison of the experimental energy loss with
Eq. (7) (without straggling) for the 5-keV case.

n(He+) =exp X=exp
~A

1+ —f exp( t )dt— (8)

and, with this, solving Eq. (4) gives where

X
n(He )=1—exp

dn(He )

dg
~ exp

Q —
Qo

x e(g —g, )e(g —
Q ), (7)

where e(x) is the step function, being 1 (0) for positive
(negative) argument. In Fig. 12 we compare the experi-
mental data to the calculated ones. It is important to
note that we obtain an asymmetric shape of the distribu-
tion by considering the change of the charge state only.
But the position of the maximum is shifted with respect
to the experiment.

In Eq. (7) the straggling of the energy loss 6 has been
neglected. We include the straggling by convoluting the
right-hand side of Eq. (7) with the straggling distribution
function, i.e., we calculate

Transforming variables [see Eq. (5)] by means of

Q —
Qo

y )u

and calculating the derivative with respect to Q yields the
energy-loss spectrum for the reflected neutral particles:

Q —
Qo

V'2 Q

The calculated spectrum depends on the following pa-
rameters: rA, y,+, y, , and the straggling parameter Q .
The Auger lifetime ~A has been calculated in Sec. III A;
the ratio y,+/y, has been calculated in linear theory for
an electron gas as a function of the electron density.
The results are given in Table V. We find that a good fit
to the experimental data is obtained by taking
y,+/y, =3.7, corresponding to an r, between 1.5 and 2, a
density parameter appropriate for Ni. Then y, and Q
have been chosen for each energy in such a way that Eq.
(8) gives the best fit to our experimental data. The results
are shown in Fig. 13. The inclusion of the straggling of
the energy loss leads to good agreement between the
theoretical and experimental curves. Only when Qo and
Q are of similar magnitude —as is the case for 2-keV in-
cident energy —do we find a slight disagreement for ener-
gies close to the primary energy. Table VI shows the
values for Qo, 0, and y, . We also have calculated Qo
and 0 using a local-density approach by means of

Qo= f y, (l)u dl,
n'= f" W(l)dl,

dg'exp
(y,+ y,')u4—

X exp — e( g' —
Qo )e(Q+ Q')(QP Q )2

2A

TABLE V. Ratio of the friction coefticients for He and He
as a function of the "one electron radius" r, .

r, (a.u. )

which was evaluated using Eq. 3.322 from Ref. 47 to give
1.64 4.45 11.95 26.4
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He ~ Ni
Eo

——4.9
5'

10
Energy ~+expt hE,„„,/U

TABLE VII. Experimental and calculated values for the en-

ergy loss.

2.07 keV
3.00 keV
4.90 keV

75 eV
136 eV
287 eV

80 ev
150 eV
280 eV

1004.5 a.u.
950.4 a.u.
960.8 a.u.

u dependence of Qo, a behavior that seems to be fol-
lowed by the experimental data of Table VII.

3.8 4.2 4.6
Energy (keV)

5.0
2. Convolution method

FIG. 13. Energy-loss spectra for emerging He with incident
He+ scattered o6' Ni(110) for an incident energy of 4.9 keV (an-
gle of incidence 5', scattering angle 10'). The solid line
represents the experimental results, dots are the theoretical re-
sult including straggling and the dashed line is the theoretical
result excluding straggling.

where y, (Fig. 3 in Ref. 49) and W (Fig. 3 in Ref. 50) were
obtained locally assuming that they take in each point the
values associated with the corresponding electronic local
density. Note that these are nonlinear density functional
calculations. The results are included in Table VI.

An interesting point is that Eq. (7) can also be obtained
by accounting for the exponential decay of the neutraliza-
tion probability, 1/r„, and the friction coefficients, y,
and y„as a function of distance from the surface if we
assume that they have the same decay constant. '

It is important to note that the energy-loss experienced
by the ions before entering (and after emerging from) the
length L, i.e., the energy loss before (and after) penetrat-
ing the interaction region is a small contribution to the
total energy loss. We estimate such a contribution to
the loss to be 3 eV for an incident energy of 5 keV.

We mention that another source of straggling is the
distribution of trajectory lengths around a mean value L.
This effect can also be taken into account as a Gaussian
broadening of the energy spectra and will be more impor-
tant for lower velocities, i.e., shorter trajectory lengths;
this fact explains why in Table VI the fitted Q values are
larger than the theoretical ones.

It is worth mentioning that Qo=y, uL changes with
the particle energy, due not only to v but also to y, and
L. In the energy range considered here, y, (see Table VI)
and L (see Table III) are roughly linear in u, suggesting a

Up to now we have followed a quite simple approach
by describing straggling effects by a Gaussian. Since the
particles may even gain energy from the target, one
might doubt the correctness of this mean statistical ap-
proach. We will demonstrate that the experimental data
can also be explained using the so-called "convolution
method, " ' thereby supporting the previous approach.
We introduce this method —adapted to our needs —in the
following way: First, we assume that the particle loses a
fixed amount of energy —say %To—by creating an excita-
tion in the solid. In the following we will call such an
event a "collision. " Referring now to the notations intro-
duced in Fig. 14, we are looking for an expression that
gives us the probability P(n) of having n collisions.
From this we could calculate the energy spectrum simply
by identifying n with the corresponding energy loss nba.

The probability of suffering n+ collisions in the inter-
val [O,x ], i.e., when it is an ion, is given by

exp( —x /A, + ) x "+

n t k+

This is the well-known Poisson law, which holds in cases
where large numbers of trials (i.e., collisions in our case)
are involved with a small probability of occurrence each.
With the same argument we get the probability that the
then neutral particle suffers no collisions in the interval
[x,L ]:

exp[ (L —x )/Ao]—
nof Xo

Taking into account that the probability for the particle
being neutralized in the interval [x,x +dx] is given by

dx x
exp

TABLE VI. Parameters used to fit the energy spectra (marked with a superscript "fit") and corre-
sponding values from a local-density approximation (LDA).

Energy

2.07 keV
3.00 keV
4.90 keV

49 eV
102 eV
217 eV

g LDA

57.6 eV
96.7 eV

199.4 eV

38 eV
54 eV
84 eV

~LDA

25.3 eV
39.6 eV
83.6 eV

S

0.26 a.u.
0.37 a.u.
0.44 a.u.
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cannot be excited and, on the other, tails in the spectrum
going as 1/co do not appear (see Chap. 5.2.4 of Ref. 52).
Because of this we describe f(ro) with good accuracy by a
Gaussian and accordingly f by the m-fold convolution
off:

FIG. 14. Schematic sketch of an incoming ion's path near a
surface. The interval [O,L ] represents that part of the trajecto-
ry in which interaction with the surface takes place as defined in
Fig. 11. At the point x the ion is neutralized. A, + and A,Dare the
mean free paths between collisions for the ion and neutral parti-
cle, respectively. Notations above the axis define distances;
those below define number of collisions.

L dxP(n+, no) = exp
0

exp[ —(L —x )/Ao]x
n Arp

This can be solved to give

(L /iso) 'exp( L /Ao)—
P(n+, n )o=

A, ~A++n+fp +

(n+ +k )!x T
Lp (no —k )!k!

i=p
(9)

where we introduced @=A,„'+A.+' —A,o
'. From Eq. (9)

we then calculate the probability that the particle suffers
n collisions during its interaction with the surface:

where A, ~ is the mean free path for the particle being an
ion as explained in Sec. III A, we now have an expression
that gives us the probability for the particle having n+
collisions as an ion and no collisions as a neutral particle:

exp( —x/A, +) x "+

n+! A+

77771 COO
2 exp

(io —mro)
22m cop

where cop defines the intrinsic straggling of the probability
density function f(ro). With this distribution we obtain
the now continuous energy-loss spectrum

P(ro)= g P(m)f (ro) .
m=0

In Fig. 15 we show the case of 5 keV, different curves
corresponding to the experimental result and to the two
different theoretical approaches discussed above.

The relations between stopping power S and mean en-
ergy loss per collision %co on one side and between strag-
gling per unit length 8' and intrinsic straggling Scop on
the other are given by

S=%co/A, ,

W=[(Rro) +(%coo) ]/A,

where A, + or A,o is to be substituted for A, depending on
the charge state of the He particle. The ratio
Ao/A, + =3.7 is the same as for y+/yo given above.

In Ref. 54 the differential probability for energy
transfer co in a single inelastic excitation process (i.e.,
creation of an electron-hole pair) was integrated to give
the width I of the quasiparticle states. From
I r = I Ao/U = 1 we determined (with r, = 1.5 a.u. )

kp = 1.6 13 a.u. In Fig. 16 we verified that taking only a
single charge state yields Gaussian energy-loss distribu-
tions, showing again that the asymmetry in the energy-
loss spectra has as origin the change of the charge state
during the interaction with the surface.

P(n)= g P(n+, n —n+) .
n+ =0

We arrived at a discrete energy-loss spectrum P(ro),
where co only takes the values co=nB. In one collision
the particle actually does not lose a fixed amount of ener-

gy %co but loses a value Ace, which is distributed around
the mean energy loss Ace according to the distribution
function f(ro). Similarly the energy loss for a particle,
which has suffered m collisions is distributed around the
mean energy loss mAco with the distribution function
f (ro) given by the m-fold convolution of the distribution
function for a single collision:

f (ro)= J de'f(ro')f, (ro —ro')
0

100 200
Number of collisions

data
method
pproach

300

with fo(co)=5(co) and f, (ro)=f(ro). In our case, for
low-velocity particles, this single spectrum does not
present strong asymmetries, since, on one hand, plasmons

FICx. 15. Energy-loss spectra for a 5-keV incident He+ on
Ni(110) in a random direction.
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FIG. 16. Energy-loss spectra calculated via the convolution
method assuming that the particle is an ion or a neutral particle
over the whole trajectory. Incident energy is 5 keV.

3. Symmetric directions and reionization processes

Here we turn our attention to the energy-loss spectra
of particles scattered along a crystallographic direction.
As mentioned earlier, we will only consider the [110]
direction.

Using the same parameters as for random direction,
except for the length, which is adjusted according to
Table III, yields the curve (d) in Fig. 17. This does not
reproduce the experimental curve well. One possible ex-
planation for the high-energy tail is reionization process-
es. Once a particle is neutralized there is a small proba-
bility that it loses its electron in the ground state via dy-
namic resonant loss thereby losing 24 eV (the ionization
energy of He). Since the trajectories are longer in crystal-
lographic directions, we assume that reionization pro-
cesses are more important there than in random direc-
tions.

%'e start by considering those particles, which have
suffered exactly one neutralization and no reionization.
The probability of having a neutralization in the interval
[x,x+dx] is given by

dx x
exp

[

FICx. 17. Energy-loss spectrum for detected He resulting
from incoming He+ scattered off a Ni(110) surface along the
[110]direction with an incident energy of 3 keV. Incident an-

gle was 5', and scattering angle was 10'. The solid line (a) is the
experimental data, the dotted line (b) shows how a shorter tra-
jectory length affects the spectrum, the dashed line (c) is the cal-
culated spectrum including reionization, and the dash-dotted
line (d) is the calculated spectrum without any reionization con-
sidered.

Hence the probability that an outgoing neutral particle
has suffered exactly one neutralization is

n (He )=(0) o L dx x
exp — exp

(L —x)
0 kA kA ~R

exp
~A

L—exp
~A

where we introduced 1/A, = I/A, „—I/Xa. The super-
scripted (0) indicates "no reionization. "

For A, R ~ oo the former result, Eq. (6), is recovered.
The energy-loss spectrum we now get from

and the probability of not having a reionization in [x,L ]
is given by

L dx' (x' —x) (L —x)
1 — exp — =exp

X

dn"'(He') I 1. dx x (L —x)
exp — 5(Q —Qo+(y, —y, )ux)

R

exp( L /A, z ) Q ——Qc
exp e(Q —Q, )e(Q, —Q) .

n "'(He') = exp

Analogously we obtain the number of neutral particles arriving at the detector and having suffered exactly one reioni-
zation by successively multiplying the probability of having a neutralization in [x,x +dx ], a reionization in
[x' —x,x' —x+dx'], a second neutralization in [x"—x', x"—x'+dx" ], and no reionization in [x",L ]:

L f Ldx f x" dx' f x' dx x "+x'—x
exp

0 XR 0
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As above we get the energy loss spectrum from

dn'"(He ) L I. dx" x" dx' x' dx=exp exp
dg A, g 0 A, g 0 A,g 0

X +X —X

exp( L /—A.z )
exp

(y, —y, )uA, „

X5{Q—(Qo+Q~ )
—(y,+ —y, )v(x"—x'+x ) }

Q (Qo+ Qz ) Q —(Qo+ Qz )

(y,+ —y, )vA, (y,+ —y, )uA, „
Q++Q~ —g

X + o e{g (Qo+Q~)}e(g++Q~ Q)
(y y )UAR

where Qa is the ionization energy the particle loses during a reionization event. A generalization to the case of k reion-
izations gives

dn '"'(He') exP( Llama )—
dQ (y,+ —yo)»„ exp

g —{go+kgb )

(r+ r,'—)uk

Q —(Qo+Q~ ) Q++Qg —Q

(y,+ —y, )vA, (y,+ —y, )uA, „
Xe{Q—(Q +kg )}e(g +kg —Q) .

and the energy-loss spectrum for neutral particles is then
obtained by

dn(He )

dQ k=0

dn "(He )

dg
(10)

We calculated the energy-loss spectrum according to
Eq. (10) using for the reionization cross section the values
calculated in Sec. IV A. This gives curve (c) in Fig. 17.
The calculated spectrum is slightly shifted to higher ener-

gy losses. As mentioned in the discussion of the MAR-

LOWE calculations, we overestimate the trajectory length
in crystallographic directions, which leads to higher ener-

gy losses. Therefore we plotted curve (b) in Fig. 17 with a
trajectory length reduced by 10% compared to curve (c).

Reionization processes tend to improve the agreement
between theory and experiment. Though they cannot ac-
count completely for the high-energy-loss tail of the spec-
trum, the central part could be well fitted by the same pa-
rameters used for random directions.

Auger neutralization to the ground state is the more
effective the longer the trajectory. The Auger lifetime ~z
was calculated from first principles using the dielectric
function of bulk nickel. From the experimental data and
~„we derived an estimate for the dynamic resonant loss
lifetime ~z. Estimates for the trajectory lengths were ob-
tained by calculating the path of the particles in a
binary-collision approximation.

The energy-loss spectra of the scattered particles are
asymmetric, being skewed to the low-energy side. The
spectra for scattering along random directions could be
well explained in two ways: first using a friction
coefficient approach and introducing a straggling distri-
bution function and second using a convolution method.
Including reionization processes gives satisfactory agree-
ment for the energy-loss spectra obtained for scattering
along symmetric directions.
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