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Results of a detailed theoretical study of trans-polyacetylene are reported. In the first part, we present
results on periodic chains which have been obtained with the first-principles, density-functional, full-

potential linear-muffin-tin-orbital method for helical polymers. The lowest total energy is found for a
structure with alternating carbon-carbon bond lengths in good agreement with experimental findings.
Electronic band structures and densities of states are also presented. Moreover, photoelectron cross sec-
tions are determined and are used in calculating optical spectra, which are shown to agree well with ex-
periments. A qualitative loss function is used in comparison with experimental electron-energy-loss
spectra, and the results of Compton-scattering experiments are predicted. In the second part, we use the
band structures, total energy, and Mulliken populations as functions of the structure in deriving a gen-
eralized, single-particle, Su-Schrieffer-Heeger model, which subsequently is used in studying solitons and
polarons. It is found that solitons are stable distortions for the charged chains, and that the gap levels
are placed about 0.1 eV from the midgap position. The lattice distortion, but not the electron or spin
density, is more localized within the present model than with the Su-Schrieffer-Heeger model. Polarons,
on the other hand, are found to be very shallow and most likely not stable.

I. INTRODUCTION

Polyacetylene was, to our knowledge, the first conju-
gated polymer for which a large doping-induced increase
in electrical conductivity was reported. Although simi-
lar effects have been found subsequently for a number of
other conjugated polymers, polyacetylene has remained
at the center of the research in these so-called conducting
polymers (see, e.g. , Ref. 2).

As is well known, the structure of the simplest form of
polyacetylene, trans-polyacetylene (Fig. l) contains zig-
zag chains of carbon atoms to which one hydrogen atom
per carbon atom is attached. Since the o bonds formed
by carbon sp hybrids and hydrogen 1s orbitals lie deep in
energy, the frontier orbitals of a single chain are of ~
symmetry and formed by carbon p functions perpendicu-
lar to the plane of the nuclei. In a simple model one
chain can thus be considered a quasi-one-dimensional
system with one (vr) electron per (CH) site, and it is as
such expected to undergo a symmetry-lowering Peierls's
distortion: a dimerization which opens up a gap at the
Fermi level.

Ab initio Hartree-Fock calculations on structural prop-
erties of trans-polyacetylene have all been performed on
isolated, single, finite, or infinite chains and have all
found the lowest total energy for structures with alternat-
ing carbon-carbon bond lengths ' in agreement with
the above-mentioned picture. As demonstrated by
Suhai ' and by Konig and Stollhoff' inclusion of corre-
lation effects in the ab initio Hartree-Fock calculations
does not change this general conclusion.

On the other hand, first-principles density-functional
calculations on trans-polyacetylene have been less con-

elusive. They have all been performed with a local ap-
proximation to the exchange and correlation effects but
the examined systems range from isolated, finite, or
infinite chains to three-dimensional, infinite, periodic
crystals. ' Most of those calculations have predicted
a ground state with a nonvanishing carbon-carbon bond-
length alternation, although the alternation often is un-
derestimated compared with experimental findings.
However, some of the most recent density-functional cal-
culations have been interpreted as indicating that
density-functional methods with a local approximation
should find the lowest total energy to occur for a struc-

(b)

FIG. 1. Schematic representation of trans-polyacetylene. (a)
and (b) show the two energetically degenerate ground-state
forms, (c) a soliton, and (d) a polaron. Black (white) circles
represent carbon (hydrogen) atoms.

12 713 1991 The American Physical Society



12 714 SPRINGBORG, CALAIS, GOSCINSKI, AND ERIKSSON

ture with nonalternating C—C bond lengths. Although
the finding of Ashkenazi et al. has been dis-
cussed, ' ' ' ' no final conclusion has yet been ob-
tained. Since a dimerization is clearly observed experi-
mentally, ' this is an unsatisfying situation and calls
for further density-functional studies of the structure of
trans-polyacetylene.

The density-functional full-potential LMTO (linear-
muffin-tin-orbital) method for helical polymers ' has been
applied on a number of quasi-one-dimensional macro-
molecules during the last few years (see, e.g., Refs. 32 and
33). We have earlier' reported band structures of po-
lyacetylene as obtained with this method plus results of a
very limited geometry optimization. We will here report
a much more detailed study of the total energy as a func-
tion of structure for a single, infinite periodic trans-
polyacetylene chain. Compared with the earlier calcula-
tions' we have improved the quality of the present calcu-
lations by increasing lattice summations, number-of basis
functions, and number of terms included in internal sum-
mations. We therefore believe the present results to be
close to the best possible with the present set of computer
codes.

In order to be able to evaluate the quality of the calcu-
lations we have also calculated various quantities that are
directly accessible experimentally. These include photo-
electron spectra, joint densities of states, and reciprocal-
form factors, as can be determined in optical experi-
ments, electron-energy-loss experiments, and Compton
scattering, respectively. The calculations of these quanti-
ties represent extensions of our computational scheme
and we therefore include a more precise description of
how they are calculated.

Su, Schrieffer, and Heeger (SSH) have presented a mod-
el ' that qualitatively accounts for the doping-induced
increase in electrical conductivity and a number of other
experimental findings. They noticed that trans-
polyacetylene has two energetically degenerate structures
[the so-called A and 8 phases, Figs. 1(a) and 1(b)] only
differing in the C—C bond-order alternation, such that
domain-walls in single chains separating parts of the
chain with different phases [the so-called solitons or
misfits; Fig. 1(c)] will be highly mobile. With a simple
model including a tight-binding description of the m elec-
trons (H ) and a harmonic approximation for the
remainder (H ) of the total energy they could demon-
strate that the solitons were (meta)stable for the charged
and neutral chains.

It is, however, not clear whether a single-particle mod-
el is appropriate for the conducting polymers, and it has
thus been discussed whether the differences between the
details of the experimental findings and the details of the
predictions of the SSH model are due to single- or many-
body effects (see, e.g., Refs. 37 and 38).

The density-functional method has the advantage that
the results can easily be mapped on a single-particle mod-
el which subsequently can be compared with the SSH
model. Such a procedure has recently been undertaken
for the related system of a linear carbon chain. It was
there found that H contained anharmonic contributions
that led to polarons and not solitons being the stable

quasiparticles for charged chains. Another purpose of
the present paper is thus to derive a modified single-
particle SSH model for trans-polyacetylene and, subse-
quently, to study the consequences of the modifications
compared to the original SSH model.

The paper is organized as follows. In order for the pa-
per to be self-containing we give some details of the com-
putational method in Sec. II, as otherwise in detail de-
scribed in Ref. 31. In Sec. III we discuss two different ex-
pressions for the total energy and present our optimized
structure for trans-polyacetylene. Section IV gives the
band structures, and in Sec. V Mulliken populations are
presented. Densities of states and photoelectron spectra
are presented in Sec. VI, and electron-energy-loss spectra
in Sec. VII. The electron densities in momentum space
are calculated in Sec. VIII, and in Sec. IX we report the
reciprocal form factors. In Sec. X we derive our modified
SSH model for trans-polyacetylene, and Sec. XI contains
the results from the model calculations on chains con-
taining solitons and polarons. We finally conclude in Sec.
XII.

II. THE LMTO METHOD FOR HELICAL POLYMERS

A. The LMTO's

The electronic density is then given as the sum over the
occupied orbitals

OCC

i=1

and the ground-state energy can be derived from the
functions g; and the energies E, as described in Sec. III.

As is well known, the potential V(r) in Eq. (1) is the
sum of the Coulomb potentials of the nuclei ( V~) and of
the electron density ( Vc), plus the remaining exchange-
correlation potential ( V„, ) which in the local approxima-
tion is approximated by a function of the density (2).
Thus,

with

V(r) = V~(r)+ Vc(r)+ V„,(r), (3)

V' Vc(r) = —Sap(r)

V„,(r) = V„,[p(r)], (5)

such that in solving Eqs. (1)—(5), self-consistency is re-
quired, i.e. , the potential entering Eq. (1) is to be identical
to that obtained from Eqs. (2)—(5).

Although no formal justification exists we will
throughout the paper assume that the single-particle ei-
genvalues E, of Eq. (1) are good approximations to the

Within the Born-Oppenheimer approximation and the
density-functional formalism the time-independent elec-
tronic ground-state energy of any (finite or infinite) mole-
cule can be obtained by solving the single-particle Kohn-
Sham equations ' (in Ry atomic units)

[—V + V(r)]g;(r)=s;f;(r) .
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electronic excitation energies, as experience has shown
most often to be the case (see, e.g. , Ref. 42).

We expand the eigenfunctions f, (r) of Eq. (1) in a basis
of LMTO's which is defined as follows. Nonoverlapping
(muffin-tin) spheres are defined such that each nucleus oc-
cupies a center. Replacing V(r ) of Eq. (1) with its spheri-
cally symmetric component and choosing c.= e RL
"reasonable" (i.e. , in the energy interval for which that
particular function is of interest), the resulting Kohn-
Sham equations

[ —V'+ V„(r„)]QRL(rR)=E „IQRL(rR)

become one-dimensional and can be solved numerically
inside each sphere. Here, R is a site index, 1.=(l, m),
rR=r —R, and VR(rR ) is the spherically symmetric part
of the potential inside the sphere at R.

depends parametrically on E,RL so we can define
the derivative

ayRL(
NRL(rR) =

~vRL

and from P and P we form the linear combinations

Here c is a constant, hI"' is a spherical Hankel function of
first kind, and ~ is purely imaginary. rR and rR are the
radial and angular parts of rR, respectively.

Inside any other sphere, say at R', we make use of the
expansion

KRL(K rR)= g ~LL'(K;R —R')JRL (K;rR ),
L'

with

JR'L'(K rR') =JR'L'(K rR' ) +L'( rR')

—= —,'(2l' —1)!!K 'j, .(KrR. ) YL (r„.)

and jI being a spherical Bessel function. We then replace
in Eq. (10), term by term, JR L (K;rR ) by

PRL(rR)+~RL( )ORL(rR)

I. PRL(rR )+~RL «)4'RL(rR )] L(rR»

such that they match continuously and differentiably
with

[CR'L'(K) ] I. NR'L'( R') +~R'L' K 4 R'L'( R' (12)

cRL(K)KRL(K;rR) =cRL(K)K—RL(K;rR) FL(rR)
~ I+1

=cRL(K)
l

Al (KrR )FL(rR)
21 —1 !!

such that (11) and (12) are continuous and differentiable
on the boundary of the sphere at R'.

Our experience has shown that good accuracy is
achieved with a basis set consisting of two subsets, each
having one common ~ for all R and L„and with s, p, and
d functions on all sites.

g [a;RL QRL (rR ) +b;RL p(rR) ] inside the muffin-tin spheres
RL

g d;„RLKRL(K;rR) in the interstitial region,
vRL

vRL

(13)

X rf rf X dl ]R/L/ i pR2L/KR'/L) (Kl R/)
1&2 Rl R2 L l L2

XKR L (K,;r„)
=P(r) g g XPPRLKRL(~ rR )

R L
(14)

with yRL being a LMTO centered at site R. We will not
discuss further how one explicitly determines the
coefficients il, a, b, and d in Eq. (13), and refer the reader
to Ref. 31. We will here only mention a few things. First
of all, although the LMTO's are eigenfunctions to a
muffin-tin potential, this does not imply that the potential
is assumed to be of muffin-tin form. The full potential is
included in the calculations but the muffin-tin potential
offers a way of defining a limited basis set consisting of
functions that are good approximations to the exact solu-
tions to Eq. (1). Moreover, in order to solve the Poisson
equation (4) in the interstitial region we make there a
least-squares fit of the electron density (see Ref. 31), i.e.,

The least-squares fit gives the coefficients p&RL. Also the
exchange-correlation potential is approximated in the in-

terstitial region

V„,(r)= V„,(r) . (15)

In Sec. III we will discuss some of the implications on the
total energy due to the fit.

&. Helical polymers

First of all, the discussion in this section is not restrict-
ed to the present LMTO method but can be applied for
any method which makes use of a basis set of atom-
centered functions. We will classify any large molecule
which has screw-axis symmetry and for which the inter-
molecular interactions are negligible compared to the in-
tramolecular interactions as a helical polymer. The prim-
itive screw-axis symmetry operation is a combined
translation (of h) and rotation (of v), and in a global
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right-handed coordinate system with the z axis parallel to
the screw axis the position of the ith atom in the nth unit
cell 1s

OCC

E„,)= g (it; (
—V')~P;)+ fp, (r)[ —,

' V„(r)+ V~, (r)]dr

x =r,.cosu„;,

p = r;sinu~, .

z =(h lu)u„, +z, ,

(16)

with

u„;=nv+P; . (17)

r, , P;, and z, are unique for the ith atom. Any helical po-
lymer can thus be described with 3%+2 parameters of
which, however, one of the P; and one of the z; can be
fixed arbitrarily leaving 3% internal degrees of freedom.

Bloch waves that are adapted to the screw-axis symme-
try can be constructed from atom-centered basis func-
tions that are defined in local, atom-centered, right-
handed coordinate systems with the z axis parallel to and
the x axis pointing away from the screw axis. Denoting
such an atom-centered function yR„L with R, n, I., and ~
being site index, unit-cell index, (l, m), and any other pa-
rameters specifying the function, respectively, the Bloch
waves become

+E„,[p, (r)+p„(r)]—E„,[p, (r)]+ g R; —R

(22)

p, (r)=P, (r)+hp, (r) . (23)

Then first-order terms in the error Ap, can be eliminated
through

Here p, and p, are the valence and core electron densi-
ties, respectively, V, is the Coulomb potential of the
valence electrons, V&, is that of the core electrons and
the nuclei, E„ is the exchange-correlation energy func-
tional, Z„ is the eff'ective nuclear charge (i.e., sum of nu-
clear and core charges), and R, is the position of the ith
nucleus.

With the present method we cannot directly evaluate
Eq. (22). First of all, in the interstitial region (IR) both
V„and E„, are approximated [see, e.g. , Eqs. (14) and
(15)]. In evaluating the interstitial part of the integral in
Eq. (22) we write in the interstitial region

M
+k (2jM + 1)

—1/2 y + inmk

n= —M
(18) f p, (r) V„(r)dr=2 f p, (r) V, (r)dr

IR IR

Here, Born —von-Karman periodic boundary conditions
have been applied and M is a large but finite integer.
Moreover, k is a reduced wave number which in the spe-
cial case of pure translational symmetry (U =2~; unit-cell
length h) reduces to

k =k'h/~,

—f p, (r) V, (r)dr,
IR

(24)

as demonstrated by, e.g., Dunlap, Connolly, and Sabin.
Here, "IR" is used for "interstitial region, " and V, is the
Coulomb potential due to p, .

Similarly, since

where k' is the standard wave number. The first Bril-
louin zone is defined by E„,[p(r) ]= f c.„,[p(r) ]p(r)dr, (25)

(20)

With the basis set of Eq. (18) we can finally write the
general eigenvector as

and c.„is dominated by a term proportional to p, a
good approximation to the exchange-correlation energy
contribution from the interstitial region is (assuming the
core electrons to be confined to the muffin-tin spheres)

k k k
1 j X aj, RL +RL

RLv

M—(2~+1)—1/2 y y k + inmk

RLv n= —M
(21)

f E„,[p, (r)+p, (r)][p, (r)+p, (r)]dr

E„,[p, (r)]p„(r)dr
IR

where the coeIIIcients a RL are to be determined in the
self-consistent calculations. =—', f e„,(r)p„(r)dr —

—,
' f e„,(r)p, (r)dr .

IR IR
(26)

III. TOTAL ENERGY AND STRUCTURE

A. Two expressions for the total energy

For a compound for which the densities of the core
electrons are assumed identical to those of the isolated
atoms (i.e.„ frozen) we will only consider that part of the
total energy which changes upon forming the compound
from the isolated atoms. This "valence energy" is

Moreover, since a calculation requires iterating until
self-consistency is reached, it is important to notice that
the evaluation of E„1 in the nth iteration requires calcu-
lation of p„E, and V, from the eigenfunctions g; of
that iteration. We will indicate this by superscripts (n)
on the quantities involved.

We now notice that the function i'', "' is a solution to
the Kohn-Sham equations (1) for the potential
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V'" "(r)= V)v, (r)+ V,'" "(r)+V„,[p'„" "(r)+p, (r)]

(27)

and corresponding to the eigenvalue c,';"'. Therefore,

(q(.")
~(

—P' ) ~q(.")) = ( q(."'~ [s(.")—V'" "(r) ]~ /(. ")) (28)

In evaluating the first term on the right-hand side of Eq.
(22) one may thus use either the left-hand or the right-
hand side of Eq. (28). This leaves us with two different
expressions for E,'",1, which both can be written as
("MTS" denoting muffin-tin spheres)

E,'",
)
=Eo"'+f p',"'(r)eI"'(r)dr+ f p, (r)c„,[p,

',"'(r)+p, (r)] dr

+ f p',")(r)e(2")(r)dr+ f p'„"'(r)[—
—,
' V',"'(r)—

—,'Z„'",'(r)]dr —f p, (r)e„,[p, (r)]dr+ gIR IR MTS i' ~ J
(29)

with either

e()"'(r)= —,
' V„'"'(r)+ V)v, (r)+c,„,[p(,")(r)+p,(r)],

e " (r) = V'" (r)+ Vz, (r)+ —'s" (r),

(30)

or

E{n) ~ {n)
0 ~ ~i

i=1

e',"'(r) =
—,
' V,'"'(r) —V„'" "(r)+e„,[p'„"'(r)+p, (r)]
—V„,[p'„" "(r)+p, (r)], (31)

e(n)(r)= V(n)(r) V(n —) (r)+ 4g(n)(r) V(n —)'(r)

Equations (30) and (31) each has its advantages over
the other. Thus, the eigenvalue sum in Eq. (31) makes
the analogy to tight-binding approaches obvious, whereas
the simple form of the integrands as products of densities
and potentials (in contrast to differences of potentials)
makes detailed analysis possible with Eq. (30); for in-

stance, the sphere integrals can be separated into spheri-
cally symmetric components and remainders, and the
e6'ects of the latter —excluded in some approaches —can
be studied.

B. Test systems

The two total-energy expressions should in principle be
identical but in practice are not. Numerical problems re-
lated to the diagonalization of the Hamiltonian and to
the fitting of the interstitial densities, due to almost linear
dependences and accordingly almost singular matrices,
are one source of errors. Also the fact that our calculat-
ed solutions to the Kohn-Sham equations are not the ex-
act ones due to the expansion in a finite basis set lead to
discrepancies. Furthermore, for infinite, periodic systems
the truncation of the lattice sums after a finite number of
terms inAuences the two expressions diA'erently. This is,
finally, also the case for the infinite summations related to
the interstitial matrix elements (see Ref. 31). Comparison

of the two expressions thus gives information about the
accuracy of the calculation.

In order to obtain a more detailed understanding of the
differences in the two total-energy expressions (b,E), we
performed more series of test calculations on some
simpler systems at various levels of accuracy. We first
considered five cases of a single diatomic molecule. For
three of those the molecules were homonuclear, H2, Nz,
and Br&, and for two they were heteronuclear, CO and
LiF. We could thereby to some extent isolate the eftects
of Coulomb forces due to a charge transfer.

The electron density in H2 is very smooth such that an-
gular expansions thereof are rapidly convergent. There-
fore, hE was found to be small and almost independent
on sphere radii and series truncations. On the other
hand, the bond in N2 is highly anisotropic such that the
electron density is rapidly varying. It turned out that it
was important to have a proper description of the elec-
tron density inside the spheres in order to keep AE small.
Especially the first integral in Eq. (29) (involving e2) was
to be evaluated accurately. It was necessary to include at
least d terms in the expansions of the electron density and
the Coulomb potential inside the sphere.

The CO molecule is very similar to the N2 molecule
having the same number of electrons. It is accordingly
not surprising that the results found for Nz were
recovered for CO. However, the chemical bond of the
CO molecule has an ionic component absent for the N2
molecule. The potential due to this charge transfer is
smooth and therefore well accounted for by angular com-
ponents of low I of the Coulomb potential. b,E is there-
fore in general sma11er for CO than for Nz for otherwise
equivalent calculations.

The electron density in the LiF molecule is closer to
being spherically symmetric around the nuclei than those
of the Nz and CO molecules. AE was therefore for the
LiF molecule generally small and hardly sensitive to
cutoQ's in angular expansions.

The Br@ molecule is larger and there are more electrons
inside the spheres. For this it turned out that in calculat-
ing the exchange-correlation energy and potential inside
the spheres it was necessary to allow these to be non-
spherically symmetric and to use the full electron density
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in their evaluation rather than just the spherical average.
This is a generalization of the original procedure de-
scribed in Ref. 31.

We then tested lattice summations in direct and re-
ciprocal space by studying Se and HF chains. The main
extension of the conclusions above for the finite mole-
cules was that in order to keep AE small it was important
to include many unit cells in evaluating potentials of the
r ' form as generated by the electron density. Although
the total long-range r ' potential vanishes due to charge
neutrality, it is important to evaluate each term separate-
ly with care. Since the second total-energy expression
[Eq. (30)] involves differences of potentials, we believe
this to be less sensitive to inaccuracies to lattice summa-
tions due to lucky cancellations of errors.

Finally, it turned out in all the test calculations that
once a well-converged set of calculations was determined,
AE was almost independent of the structure of the finite
or infinite system. Moreover, calculations keeping only
the spherically symmetric terms inside the muffin-tin
spheres usually led to a small AE, but the structural
properties (e.g. , bond lengths) were often poorly repro-
duced by such calculations.

C. Trans-polyaeetylene

For trans-polyacetylene we considered chains with one
C2Hz unit per unit cell. We assumed the H atoms to lie
along the negative C—C—C bond angle bisectors with a
C—H bond length of 2.10 a.u. Exploratory calculations
on an undimerized chain with one CH unit per unit cell
gave that the optimized C—H bond length would lie be-
tween 2.05 and 2.10 a.u.

Assuming the polymer to be planar we subsequently
optimized the two C—C bond lengths (d i and dz ) and
the C—C—C bond angle (p). The lowest total energy
(independent of which expression was chosen) was found
for d& =2.58 a.u. =1.36 A, d2=2.76 a.u. =1.46 A, and
P= 128 . These bond lengths agree well with experimen-
tal values; d& =1.36 A and d2=1.44 A. Moreover, ab
initio Hartree-Fock calculations have all predicted a non-

0

vanishing bond-length alternation: d, =1.32—1.37 A and
d2= 1.43 —1.48 A (Refs. 3, 4, 6, 7, and 9—14), as well as

P 124o 125o 3, 6,7, 9, 10, 13

Other density-functional calculations on a single chain
have also predicted d, &d2. Thus, Mintmire and
White' ' found in their earliest work (d„dz)=(1.38 A,
1.43 A). They reported later, however, that the bond-
length alternation decreases as a function of the number
of k points included in the calculations giving
(di, d2) =(1.40 A, 1.43 A) for their most complete set of
k points. Earlier calculations' ' with the present
method resulted in (1.36 A, 1.44 A), which, however,
only may be considered preliminary due to the very limit-
ed geometry variations. More recent, detailed studies of
finite C„H„+z molecules gave (di, d2)=(1.36 A, 1.42
A) for n =20. This value of n must be considered
sufficiently large such that the bond-length alternation
has converged to its value for n —+ ~.

On the other hand, the density-functional calculations
on crystalline trans-polyacetylene have given either a

very small' ' 2 or a vanishing bond-length alterna-
tion. Although in the last case (Ref. 22) it was argued
that these results were also found for single chains, the
single-chain results were actually found for calculations
on a hypothetic three-dimensional structure with a large
interchain distance, and it can thus not be excluded that
these calculations were less well converged than the oth-
ers (e.g., it is difficult to expand electronic orbitals which
are localized in one or more directions in a plane-wave
basis set). Therefore, it is possible that the finding of a
small dimerization amplitude in some density-functional
studies is a consequence of interchain interactions, since
these may have significant impacts on the structure.
This, in turn, may be related to the tendency of local-
density methods in overestimating the strength of any
chemical bond.

As this discussion may indicate, the origin of the force
driving the observed bond-length alternation in trans-
polyacetylene cannot be considered fully understood.
Our results suggest a simple Peierls's mechanism, but we
cannot definitively exclude other possibilities.

IV. THE BAND STRUCTURES
OF TRANS-POLYACETYLENE

—20

0 0.5

FIG. 2. The calculated band structures of trans-
polyacetylene. Only the valence bands and the lowest conduc-
tion band are shown. The dashed line represents the Fermi lev-

el, and k=O and 1 are the zone center and zone edge, respec-
tively.

In Fig. 2 we show the band structures for our opti-
mized structure. We have earlier' given a detailed ac-
count of a number of sets of theoretical band structures
including a set obtained with the same method as used
here. However, as mentioned above the present calcula-
tions are better converged and, moreover, the geometry
has been optimized. We will here only compare with
those of Ref. 17 as well as with some more recent sets of
band structures. A comparison with experimental infor-
mation on the band structures will be presented in Secs.
VI and VII.

Compared with our bands in Ref. 17 the overlap be-
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tween o. and ~ valence bands in Fig. 2 is smaller and in
better agreement with the findings of other theoretical
methods. Moreover, the total valence-band width is
slightly less than 1 eV smaller in Fig. 2 than in Ref. 17,
which may be due to differences in the C—C—C bond
angle. Finally, the ionization potential in Fig. 2 is about
1 eV smaller than that of Ref. 17.

Only a few other sets of theoretical band structures or
density of states have been presented since Ref. 17 was
published. Of the density-functional calculations our
valence-band width agrees well with that found on a sin-
gle chain by one of us, on a finite cluster by Ye et al. ,
and on a crystal by Vogl and Campbell, whereas that
found by von Boehm, Kuivalainen, and Calais on a sin-
gle chain is slightly larger. Qn the other hand, the
methods based on the Hartree-Fock approximation

overestimate this width significantly, as can be observed
in Refs. 12 and 47.

The band gap in Fig. 2 (0.6 eV) is substantially un-
derestimated compared with the experimental value
(about 1.6 eV; Ref. 48), as is a well-known artifact of
density-functional calculations incorporating a local-
density approximation. In total we find the valence-band
structures of Fig. 2 trustworthy, as we shall further see in
Secs. VI and VII.

V. MULLIKEN POPULATIONS

A. Formulas

The normalization of the Bloch wave of Eq. (21) gives

1=(2M+1)
M

R1L1K1 R2L2K2 n1'n2 M
)(,v i~ )." "' "'

J, R1L1K1 j R2L2K2 -Rln1L1K1 -R2n2L2K2

M

(&,",R,L... )*(&,",R,L... ) & XR,OL, , ~&R,nL...&e"""
R1L1K1 R2L2K2 n = —M

M
(+

, RL ) (a', RL )(XROL lXR L
R L1K1 L2K2

M
+ X X X X (&,, R, L ) (+', R,L )(XR,OL, IXR L

R]~R2 L1K1 L2K2 n = —M

—X j,R+ X nj, RR
R R1&R2

(32)

This is just the standard procedure originally due to
Mulliken of dividing the electron density from the func-
tion of Eq. (21) into atomic net populations (nj"R) and.
overlap populations (nj"R R ). We notice, however, that

in this simplest approach the atomic net populations con-
tain contributions from overlap populations between
equivalent atoms from different unit cells. Similarly, the
overlap populations are those between orbitals centered
on one type of atoms and orbitals centered on all the
equivalent atoms of the other type. Without further
decomposing Eq. (32) it is not possible to distinguish be-
tween intra-unit-cell components and inter-unit-cell com-
ponents. A more detailed decomposition which avoids
this ambiguity has been introduced by Hughbanks and
Hoffmann.

Finally, gross populations 1V R are defined as usual
from Eq. (32) by writing

B. Trans-Ipolyacetylene

%'ith the help of the Mulliken populations it is easy to
interpret the band structures of Fig. 2. Among the o.
valence bands we recognize two avoided crossings (one
between the o.

z and o 3 bands and one between the o.
3 and

o.
~ bands). For a hypothetic case with the bands of Fig. 2

unfolded about k=1 (corresponding to an undimerized
chain) and with no avoided crossings we would thus have
one broad valence band between roughly —20 and —7
eV and one narrower between —14 and —8 eV. Since
only the latter has significant hydrogen populations, this
is the one generated by the C-H o. bonds and the other
band is then due to the C-C o. bonds.

The Mulliken populations give one more important
piece of information. The ~ bands have only very small
components on the hydrogen atoms. This will become of
importance in Sec. X.

X n', R+ g +', RR' = X+J,R
R R'WR R

VI. DENSITY OF STATES AND PHOTOELECTRON
SPECTRA

and by summing the different populations over the occu-
pied orbitals (i.e., over j and k) total (net, overlap, or
gross) populations are obtained.

A. Theory

The discussion of the present section follows closely
that of Mintmire and White' ' ' with the modification,
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however, that we use LMTO's as basis functions, whereas
they use Gaussians.

The differential photoelectron cross section for the jth
electronic orbital is

By using the anti-Hermiticity of the gradient operator
and neglecting unimportant constants the evaluation of
Eq. (34) reduces to

do. .(ki) 21. kj
p 2

d 0 377cco
(34)

do.,(ki ) ki
P(r)e ~ dr

dQ 6)
(38)

with

p = f pk (r)VQ, (r)dr. . (35)

We will now restrict ourselves to polymers with pure
translational symmetry but will at the end of this section
relax this restriction. We can then write the initial wave
function as

(r) =I. ekf (36)

Assuming the energy of the orbital g to be s, conserva-
tion of energy gives

kg —co+ cj. (37)

Here co is the energy of the incoming photon, kI and Pzf
are the wave number and wave function of the scattered
electron, respectively, L is the volume of the sample,
and Pi is the wave function of the electron before being
scattered. Relaxation effects are neglected, and we will
assume the wave function of the scattered (out going)
electron to be a plane wave

pi(r) =(2M+ 1) ' g g r)inRLe'"" gRnLn(r),
n = —M ]cRL

rnR=r —nbZ —R (40)

and we can then write the partial photoelectron cross sec-
tion per unit cell as

(39)

where a notation similar to that of Eqs. (18) and (19) has
been adopted.

The orbital gR„L is centered at nh z+R. We therefore
introduce

do. '(k~)
dQ

3 M 2f —1/2 —ikf (nhz+R) —ikf(2M + 1 ) g g ljnRLe'
" e XRnLn(rnR)e

" dr„R
n= —M aRL

(41)

Evaluation of this requires the useful expansion

e ~ =4~+i j'((kyar)YL(r)YL(ki) . (42)

Up to now the discussion has been general and as that of Mintmire and White. ' ' ' We now specialize to the present
LMTO method by inserting LMTO s as the basis functions g. In evaluating the integrals in Eq. (41) we then notice that
these can be simplified in the following way: For any system with more than one atom a LMTO centered at site R and
having angular quantum numbers L does not have the pure symmetry about site R as described by L, since inside any
other sphere it is augmented as described in Sec. II. We believe, however, that especially for large kI for which j I(k&r)
[see Eq. (42)] is small and rapidly oscillating, ignoring the augmentation will lead to only modest errors. We according-
ly approximate

XR.L.(r) =XR.L.(r) YL(r), (43)

which is to be valid for all r. Thus, yR„L equals p+cop inside the sphere at R and a Hankel functions outside the
sphere (i.e., also inside all other spheres).

Then Eq. (41) becomes
r 3 Mdo. (k~) k~

~ —I ~ —ikf R oo 2 inh (k' —kf z)g ri, pL4~i 'YL (ki')e ro~RXRoL (roR)jl(ki'roR )droR(2M + I) ' g e . (44)
]cRL n= —M

The integrals in Eq. (44) can be evaluated as a sum of a numerical integral from 0 to sR, the sphere radius, and an
analytical integral from sR to ~,

R I+i
0

r XRoLn(r)JL(kIr)dr = r [QRL(r)+coRL(v)4'RL(")]ji(kI")d" + '
cRL(~)f "r'h~" (ar)J'I(k&r)dr0 (2i 1)P RL /

[cf. Eqs. (8) and (9)].
The angle-integrated spectrum

do'. (k~)o'(ki )=f dQ

(45)

(46)
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can be calculated when approximating

(2M+1) ' g e f =1

which is valid for large M. Then

kf ik~.{R)—R )

(kf — X X 1',*.
,R,L, 1'j.,R L I'L (1 f)I'L (I f)e

1 1 1 2 2 2

(48)

where

Yj RL 4~~ ilj RL r XROL (rVi( kf r)d"~ —I 2

0
(49)

Keeping the large-kf approximation the integral in Eq.
(48) is approximated through

I ~L (~f )~L (~f )e d~f ~R, R ~L,L (50)

which gives the final expression

kf~j(kf)- X )',.RL
'

~RL

with y given by Eq. (49). We now notice that due to the
approximation (50) we no longer need to restrict our-
selves to polymers with translational symmetry, but can
consider any screw-axis symmetry.

Finally, the total angle-integrated photoelectron spec-
trum is obtained by summing over all occupied orbitals j.

Using Eq. (37) this results in a spectrum

OCC

-5(E—
E, )o(c)= g o,'(kf)

j=1 k~ =co+a.
(52)

which is a density-of-state curve modulated by matrix-
element eFects.

For the periodic polymers the summation over occu-
pied orbitals involves an integration over the Brillouin
zone (20) and for each k point a summation over the oc-
cupied orbitals. In any practical calculation the continu-
ous k variable is replaced by a discrete set
IO=k, &k2 ( . &k~, (k,v = I]. As a one-

dimensional analog to the tetrahedral method used for
evaluation of a density of states for three-dimensional
periodic structures, we will write the density of states
D(E) as well as the photoelectron spectra a(E) as func-
tions that are piecewise constant. E.g. , denoting the jth
eigenvalue for the ith k point E;, we will approximate the
density of states of the jth band Dj(s) with

X~ —1

D (E)= g D;(E),
(53)

D (E)= '

k, +1—k;

J, l +1 Jl

0 otherwise,

for minI 8.;,Ej;+, I & E & max f s;,E;+,I

and equivalent for cr(e) We. have included the factor 2
to account for spin degeneracy and have accordingly no
spin polarization. It should be added that in order to be
able. to distinguish between allowed and avoided band
crossings it is important to have a proper description of
the symmetries of the orbitals, such that no extra peaks
appear in the calculated spectra and none are omitted.

For the sake of completeness we finally mention that a
simplified method for calculating the photoelectron spec-
tra is often applied. In that method the direct evaluation
of the matrix elements is avoided. It is instead based on
the Mulliken gross populations as, e.g., described in Sec.
V but separated into angular components. For each or-
bital the photoelectron cross section is then calculated by
summing the populations times the corresponding cross
sections for the free atoms.

B. Trans-polyacetylene

In Fig. 3(a) we show our calculated total density of
states for the optimized structure of trans-polyacetylene.
The figure is directly comparable with the energy bands
of Fig. 2. In Figs. 3(b) and 3(c) we show the separate con-
tributions from the o. and the ~ bands, respectively. In
order to get more smooth curves they have been
broadened by Gaussians of FWHM =—0.5 eV (full width
at half maximum).

Equivalent to Fig. 3 we show in Fig. 4 the calculated
x-ray photoemission spectroscopy (XPS) spectra (photon
energy =100 a.u. =1.36 keV) and in Fig. 5 the calculated
ultraviolet photoemission spectroscopy (UPS) spectra (3
a.u. =41 eV), which also have been split into cr and vr
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electron contributions. In Figs. 4 and 5 we have arbi-
trarily set the energy origin at the top of the valence
bands.

Comparison between Figs. 4 and 5 demonstrates the
well known fact that XPS has the largest cross sections
for orbitals with large s components (i.e., in the lower
part of the spectra of Fig. 4), whereas UPS is more sensi-
tive to p-like orbitals.

Mintmire et al. ' ' ' have presented theoretical XPS
spectra. Their spectra are dominated by peaks at —17
and —10 eV with smaller peaks at —13 and —5 eV. Of
those, that at —10 eV is a double peak. Except for a con-
stant shift of l eV (see below), these features are all found
in Fig. 4(a). Mintmire et al. show that their spectra
agree well with experimental ones by Brundle and since
the alignment of the spectra is related with some uncer-
tainty, we conclude that our XPS spectra in Fig. 4 are
realistic.

Also UPS spectra were reported by Mintmire
et al. ' ' ' Here, the dominant features appear at —10
and —5 eV with smaller extra peaks at —8 and —1 eV.
The last peak must be due to the upper edge of the m.

valence bands, which in Figs. 4 and 5 per definition have
placed at 0. This therefore accounts for the above-
mentioned 1-eV difference between our XPS spectra and
those of Mintmire et a/. With this difference in mind we
notice a good agreement between Fig. 5(a) and the spec-
tra of Mintmire et al.

There exists more experimental UPS spectra of
which those by Rasmusson et al. are both the most re-
cent and the most detailed ones. Relative to the top of
the valence bands their spectra indicate peaks at —16,—10, —7, and —4 eV, which are seen to be in perfect
agreement with our calculated spectra in Fig. 5. The old-
er spectra do not differ in any significant features from
those of Rasmusson et al.

In total we find that we can calculate the photoelectron
spectra accurately. Trans-polyacetylene is structurally so
simple that an interpretation of the spectra is not too
complicated, and we have therefore omitted it here. But
for more complicated polymers it becomes more difficult
to interpret the experimental spectra and, as demonstrat-
ed here, the present calculational scheme should be able
to assist in the interpretation.

—20 —15
I

—10
I

—20 —15

: (b) : (b)

L
(c) (c)

—25
I

—20
I

—15 —10 —5 —20 —15
I

—10

Energy (eV) Energy (eV)

FIG. 3. (a) Total, (b) o, and (c) ~ electron density of states.
The curves have been broadened by Gaussians of width 0.5 eV.
The vertical dashed lines represent the top of the valence bands.

FIG. 4. Calculated photoelectron spectra for photon energies
of 1.36 keV (corresponding to XPS). The top of the valence
bands has been chosen as energy origin, but otherwise the figure
corresponds to Fig. 3.
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X 5(CO+ Ejk Ej k+q) (57)
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FIG. 5. As Fig. 4, but for photon energies of 41 eV (UPS).

VII. ELECTRON-ENERGY-LOSS SPECTRA

A. A qualitative loss function

The self-consistent, longitudinal, dielectric function is
given by'

8~ l( jkl j', k+q)l
EL qCO = l+

q I k Aro+ Ejk Ej k+q

X I:fo(& ', k+ ) fo(& j ) ) (54)

(jklj' k+q)= —I 0jk(r)e "0,', k+ (r)«
V u. c.

where "u.c."means integration over one unit cell.
The loss function is given by

SL(q, co) = lim ImI [ez(q, co+15)]
5~0

which upon insertion in Eq. (54) gives for T=O

(56)

where j and j are band indices, k is the crystal momen-
tum, V is the volume per unit cell, and fo(e) is the
Fermi-Dirac distribution function which at zero tempera-
tures is 0 (1) for c, )EF (c, (EF ). Finally,

Thus, compared with the scattering processes of the
preceding section which involved such large excitation
energies that the scattered electrons could be considered
as free electrons, the excitations here involve valence- to
conduction-orbital transitions with relatively small ener-

gy differences. Therefore, for extended periodic systems
the photoelectron spectra will essentially give informa-
tion about the valence density of states (D, ), whereas the
loss spectra give information about convolutions of D,
with the conduction density of states (D, ). A simple ap-
proximation to the loss function is thus to assume it a
modulation of

1.(q& ) g lfo(Ejk) fo(ej', k+q)l~(~+ejk Ej', k+q)
jjrk

(58)

For the quasi-one-dimensional polymers with transla-
tional (not helical) symmetry we will therefore study the
function PI (q, ro), where the k values of conduction and
valence orbitals differ by +q. In this approximation we
have neglected matrix-element effects and examine ac-
cordingly only the q-dependent joint density of states. As
a comparison between Figs. 3, 4, and 5 demonstrates, a
similar approximation for the optical spectra gives quali-
tatively good results for trans-polyacetylene, and we be-
lieve therefore the approximation to be justified. Howev-
er, only single-particle excitations are thereby included,
and plasmon peaks will be lacking in our calculated
electron-energy-loss spectra.

Finally, in the discussion above nowhere have we made
use of our specific LMTO basis set. Similar procedures
can therefore be carried through for any other method,
too.

B. Trans-polyacetylene

For highly crystalline samples one may experimentally
distinguish between transitions from valence orbitals (U)
of either cr or vr symmetry to conduction orbitals (c) of
either o. or ~ symmetry. Using a notation of the form
v —+c this leaves us with four possible types of transitions:
o.~o., o.—+m. , m~o. , and ~—+~. Since for each value of
q we would therefore have four spectra, we have chosen
to limit the presentation of the results to those of Fig. 6.
This figure shows the calculated onsets (solid curves) and
the calculated positions of the peaks (dashed curves) in
the spectra as functions of q for the four different types of
transitions.

As is well known conduction bands from density-
functional calculations with a local-density approxima-
tion are less accurate than valence bands. The results of
Fig. 6 must therefore be taken with some caution. There-
fore, the ~—+sr transitions, which are those that have
been most extensively discussed in the literature, appear
at too low energies, which is most obvious for q=O where
the onset should appear at the position of the optical gap.
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appears at 4.5 eV for q=O and increases with a slope of
about 3.3 eV A. Whereas our calculated slope of the on-
set agrees with that of Fink and co-workers ' the max-
imum has not been caught by our simple model which
only includes single-particle or band excitations, but has
been obtained in the more accurate study of Mintmire
and White. ' ' Fink and co workers65, 66 also observed a
peak at 12 eV for q=O which they ascribed a o. —+o. tran-
sition in agreement with Fig. 6(a) and with the results of
Mintmire and White. ' ' Finally, Fink and co-
workers ' noticed features at about 7 eV for small q,
which they could not explain. We suggest (see Fig. 6)
these to be related to o.—+n excitations.

VIII. MOMENTUM DENSITIES

7.5 - 7.5 A. Theory

5.0- -50

2.5- - 2.5

0 0.5 1.0 1.5 0 0.5
0

1.0 1.5

Fink and co-workers ' have reported a—+m. onsets
starting at 1.5 —2.0 eV for q=O and raising approximately
linearly as a function of q with a slope of about 6 eV A.
A maximum (corresponding to a collective m plasmon)

e(~ ')
FIG. 6 Calculated onsets (solid curves) and maxima (dashed

curves) for valence- to conduction- (U —+c) band transitions as
functions of momentum transfers. The transition types are (a)
o.—+o., (b) o.~m. , (c) ~~o., and (d) ~—+m.

In Compton scattering high-energy photons are scat-
tered inelastic from a sample. For a given scattering an-
gle information about the momentum distribution of the
electrons in the sample is obtained from an analysis of the
energy of the scattered photons. For disordered samples
only spherically averaged momentum distributions can be
extracted, but for crystalline samples information about
angular dependencies can be obtained. Since the core
electrons are delocalized in momentum space and the
valence electrons more localized, this experimental tech-
nique is particularly useful in deriving information about
the valence electrons and hence about chemical bonds
(see, e.g. , Ref. 67).

A theoretical study of Compton scattering must ac-
cordingly start with a calculating of the wave functions in
momentum space. Using Eq. (13) we thus must calculate
with the present LMTO method

yj(p)=(2~) f e '~'g (r)dr

=(2~) g aJRL f e ' 'QRL(rR)dr+bJRL f e ' 'QRL(rR)dr
MTS MTS

+(2') g d~,RL f e '"'KRL(~;rR)dr,
~RL, 'R

(59)

where the integrals labeled "MTS" are over the muffin-tin spheres and those labeled "IR" are over the interstitial re-
gion.

Denoting the radius of the muffin-tin sphere at site R, sR we have thus to evaluate muon-tin-sphere integrals of the
type

f e "'&RL(-rR)e(lr RI sR—)«=—e ' Rf. ' '"jRL(rR)e(rR —.R)«R

=e '" f e '~'PRL(r)8(r —sR )dr,

where P is either P or P, and e(x) is a step function which is 1 (0) for x (0 (x )0).
By using Eq. (42), Eq. (60) reduces to

+2/ere ~ ( ') YL(p) f "yRL(rj)t(pr) =@RL(p)
0

since

(60)

(61)

pRL (r ) =pRL (r) &L (r ) (62)
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for r (sR.
The interstitial integrals in Eq. (59) are calculated ilsing Eq. (10),

(2m') e '~'KRL (v; rR )dr =(2'�) f e '&'KRz (~;rR)dr
IR

—(2~) g g SIL (~;R—R') f e 'i"JR,L, (w;rR, )dr'
R'WR L'

=&2/~e ' '

( —i)'I'Llp) f r KRL(z;r)j((pr)dr
R

sRi
&2/—m g e ' g ( i)' Y'I (—p)SII (a;R R')— r JR I (~;rj), (pr)dr,

R'WR Lt 0

where we have made use of Eqs. (10) and (42).
The functions PRL and PAL are represented numerical-

ly inside the muffin-tin spheres. The integrals in Eq. (61)
are therefore to be evaluated numerically, which subse-

quently means that we have to represent the eigenfunc-

tions in momentum space numerically. Since the Fourier
transformation in Eq. (59) should not change the normal-
ization, we can use the normalization as a measure for
the precision of the evaluation of Eq. (59). We will here
summarize our thereby obtained experience.

In evaluating Eqs. (61) and (63) one should use the for-
mulas as they are, and accordingly not apply Eq. (42) in

expanding the exponentials. Such an expansion could
otherwise lead directly to an appealing form of ip (p) like

V, (p) = & V,i(p) I'i(p) (64)

which can be obtained by writing the products of two
spherical harmonics as a linear combination of single
spherical harmonics. It turns out, however, that the
internal summations leading to Eq. (64) become very
slowly converging.

The one-dimensional integrals in Eq. (63) can easily be
evaluated analytically, whereas those of Eq. (61) are to be
calculated numerically. For large p the integrand oscil-
lates rapidly, which may lead to numerical errors. We
circumvented this problem by writing the integrand as a
smooth term (which in turn was assumed linearly varying

between the points in which it was given) times a rapidly
oscillating part of the form cos(pr) and/or sin(pr). These
expressions could then be integrated analytically in each
small interval between neighboring points in the radial
mesh.

Depending on the problem we have used 100—200 p
points logarithmically distributed in the interval 0.1

a.u. p 120 a.u. Moreover, we used between 20 and
100 directions p.

After having calculated ip (r) as described above we
are left with the function values in a large number of p
points. We then seek an expansion of the form (64). This
is done by making a least-squares fit to the form (64) for
each fixed value of p = lpl.

We finally obtain the density by using

p, (r) = lq,-(p) l'= g q,;(p) I;(p) '
L

=—Xp,~(p) I'~(p)
L

(65)

and by summing over the occupied orbitals (over j) we
find the total density.

For the polymers (for which we will restrict ourselves
to translational symmetry) an additional problem shows
up. The momentum representation of the Bloch wave of
Eq. (18) is (z is a unit vector in the z direction)

gRL,(p)=(2M+ I) ' (2n) g e'" "fyR„L,(r)e 'i"dr

= (2M + 1)
- '/2(2~) -'/2 e'" "fyao~, (r nhz)e —'i"dr

M
(2M + 1 )

—1/2(2 )
—3/2 y inn. k '& "f ( )

—iP rd
n= —M

M
(2M+1) ' g e

n= —M
(2vr) /2 f CAROL, (r)e 'i"d r
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(see, e.g. , Ref. 68). In the limit of large M the first factor
vanishes unless

mk —p, h =n'2~ (67)

with n' an integer, and for those values the function
diverges (see Ref. 68). This means that an expansion of
form (64) or (65) is meaningless. But, if we integrate over
a whole band [i.e., over the Brillouin zone (20)], the re-
sulting density becomes a smooth function of p„since for
any value of p, there exists a k E [ —1, 1] for which Eq.
(67) is satisfied. Since in any actual calculations we are
forced to have a finite, discrete set of k values, numerical
problems may inhuence the results especially when the
character of the band orbitals is rapidly changing as a
function of k, as, e.g., is the case near an avoided cross-
ing. As we shall see for trans-polyacetylene, this can lead
to errors of the order of 10% in the calculated momen-
tum densities. Our experience has shown that these inac-
curacies are essentially absent for finite molecules and for
polymers consisting of weakly interacting units. This
supports our suggestion of relating them to bands of rap-
idly changing character as a function of k and also sug-
gests that the total momentum density is more accurate
than those of single bands.

In closing this section we mention that some of these
problems may be circumvented by using Wannier func-
tions instead of Bloch waves. We have not examined this
here. A more fundamental problem is whether one can
use the density-functional orbitals in studying momentum
distributions. Lam and Platzman have discussed this
and also proposed an improvement. We have chosen
here to ignore the problems, as has often been done (for a
further discussion, see, e.g. , Refs. 70—73). It should final-
ly be added that some of the numerical problems men-
tioned in this section also occur for the calculation of the
photoelectron spectra, especially for large photon ener-
gies. They will, however, be less noticeable there.

B. Trans-polyacetylene

We calculated the momentum densities for the opti-
mized structure of trans-polyacetylene. In order to limit
the above-mentioned numerical problems we used 21
equally spaced k points in the interval between (and in-
cluding) k=0 and l. In Fig. 7 we show the results.

The cr i band [Fig. 7(a)] has the main contributions for
small p. Especially the p, component is localized to
small-p values. The normalization gives 1.03 (instead of
1). The o2 and o3 bands show a pronounced avoided
crossing (see Fig. 2) and the corresponding momentum
densities are therefore related with uncertainties of about
10%. Both momentum densities [Figs. 7(b) and 7(c)]
show maxima for p, close to 1 and p„slightly smaller,
which are at slightly larger p values for the o.

3 band than
for the o.

2 band. We believe this similarity to be a conse-
quence of the avoided crossing, such that the character of
the orbitals of one band for a part of the Brillouin zone is
close to that of the orbitals of the other band for the
remaining part of the Brillouin zone. The density of the
o.

4 band is more accurately calculated than those of the

0 2 alld o 3 bands. It shows [Fig. 7(d)] a characteristic
two-peak structure for the p, component.

Finally, the simple variation of the m
&

orbitals as func-
tion of k makes the calculation of the density of this band
the most accurate of them aH. The density has vanishing
p and p, components, and it shows a maximum for
p =-0.55 a.u. [see Fig. 7(e)].

The total density in momentum space is shown in Fig.
7(A and is that which will be most easily accessible in a
Cornpton-scattering experiment. It is normalized to 10.5
instead of 10 indicating a total 5% error. Except for a
peak for the p, component for p, =0.65 a.u. it is very
structureless. Since the length of the unit cell is 4.788
a.u. , standing waves are expected for p, =n rrlh =n(0.656
a.u. ), with n an integer. This explains the local maximum
for the p, component.

IX. THE RECIPROCAL FORM FACTOR

A. Theory

As exemplNed above for trans-polyacetylene, the total
momentum density is very structureless and there is actu-
ally only a small difFerence between that of a compound
and the sum of those of the consistent free atoms. But,
Fourier transform. ing the momentum density gives a
function in position space 8 (r) which has been demon-
strated to be very useful in studying Compton scattering,
especially when the argument r is comparable with in-
teratomic distances. ' ' This so-called reciprocal form
factor is accordingly for the jth orbital defined as

8 (r)= fp (p)e '~'dp, (68)

and it can be shown that 8 (r) is an autocorrelation
function in position space,

8 (r)= fy (s)y~*(r.+s)ds .

8 (r=0) is therefore equal to 1. Moreover, when in-
tegrating over a whole band for a periodic system, the
corresponding reciprocal form factor will vanish whenev-
er r is a lattice vector.

In calculating 8.(r) we have chosen to start with the
angular expansion of Eq. (65). Using Eq. (42) we then im-
mediately arrive at

8, (r)=&2l~gi'YL(r) f p'j&(pr)p, L(p)dpI
(70)

in which we can evaluate the integral numerically since
piL (p) is given numerically.

An alternative procedure has been proposed by Rozen-
daal in which one avoids direct calculation of the func-
tions in momentum space but arrives at a closed expres-
sion for 8 (r) involving the wave function in position
space. This is done by starting with Eq. (59) directly,
squaring, and Fourier transforming under application of
Eq. (42) several times. We have, however, found that for
systems with more than very few atoms some of the many
summations are so slowly converging that a calculation
becomes prohibitively expensive or inaccurate.
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B. Trans-polyacetylene

In Fig. 8 we show the reciprocal form factors for
trans-polyacetylene corresponding to the momentum den-
sities of Fig. 7. We have only focused on the regions for
~r~ &3 a.u. , since below this r value the function only
raises steeply towards either 1 (the reciprocal form factor
for the single bands) or the number of valence electrons
(the total reciprocal form factor). That the z components
do not vanish for z =n(4 188.a.u. ) is a consequence of the
numerical problems discussed in the preceding section,
but it is seen to be best fulfilled for the o.

&
and the vr&

bands.
The best interpretation of the curves is obtained by us-

ing Eq. (69) and thus consider the x, y, and z components
of B (r) as the overlap between an orbital and itself dis-

1
placed parallel with the x, y, or z, axis, respectively. In
particular the x and y components of the reciprocal form
factors for the individual bands are then readily under-

stood.
Finally, the large difference in the z component and the

other two in Fig. 8(f) suggests that the total B (r) (which
is the function it is easiest to extract from an experiment)
can be used as an experimental tool in quantifying chain
alignment in a sample. The Compton-scattering experi-
ment using high-energy photons is only slightly sensitive
to surface effects and defects, such that these will not ob-
scure the interpretation significantly.

X. A MODEL FOR TRANS-POLYACETYLENE

A. The model

We will now describe a model which we will use in the
following section in studying solitons and polarons. The
model is closely related to the SSH model described in
the Introduction, but modified in order to account for the
results of our first-principles calculations on periodic

0
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{a)
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0.5

0.5 '

(c)
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0

2 0

—1.5
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0
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FIG. 7. The momentum densities for trans-polyacetylene. The polymer is assumed placed in the (x,z) plane with the z axis parallel
with the polymer axis. x, y, and z label the p„p~, and p, components, respectively, and the dashed line is the spherical average. The
densities are for (a) the o. , band, (b) the o.

& band, (c) the o.
3 band, (d) the o.4 band, and (e) the ~& band. (f) shows the total density.
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2

nn+m, (cn, scn+rn s+C C )
ns m=1

, s n ms n+ms ns (71)

Here, n is a carbonon site index, s a spin variable, and c„,
and c„, the creation and annihilatni i a ion operators, respec-
ivey, ofay electron on site n with s iSP1Q S. MO1eOVef, Cn

n «+m are the on-site terms and the ho in
tegrals, res ectivel .p e y. Compared with the original SSH

chains. As the SSH model it is a sin le-e i is a single-particle model
accor ing y does not include many-bod t

given in, e. .e.g., (extended) Hubbard models or PPP
-oy ermsas

(Pariser-Parr-Pople) models. Since how
s are inc u ed in the first-principles calculations, the

mapping of the results on a single-particle d
that some man-me many-body eFects are included through renor-
malized single-particle interactions.

As demonstrated in Secs. IV and V the fr
als of trans- ol ace

e rontier orbit-
rans-po yacetylene are ~ orbitals centered al

exclusivel on they e carbon atoms. These orbitals will be
ere a most

described with a tight-binding Hamiltonianng ami tonian,

H. = y E„c„',c„,
n, s

u„=(—1)"u0 . (7&)

We will denote the distance (bond length) between
m n I, „„+ . For the structure (72)

cal (=d ). For u

wi u o
= a 1 nearest-neighbor bond length 'dng s are identi-

or u„&&do the distance becomes

model, ' H of E . (71q. ' is generalized by direct in-
clusion of the on-site terms, which, moreov

en, an y t"e next-nearest-neighbor h
1 (

Contour plots of the electron densities of th
orbitals for k=O and 1 h

o e m valence
an ave shown' that the h dro

atoms do play a role but th M io
Sec. V demonstrated that h'

u e ulliken o ulatio
a t is 1s in fact minor, such that a

model with only one orbital per CH unit seem

e n carbon atom parallel to the ol merpo ymer axis relative

vanishing bond-1 h
or e ypothetic eriodic sp

' '
tructure with

on - engt alternation; see Fi . 9. Fo
periodic structure with alt

'
we avei a ernating bond lengths we have
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Vn

FIG. 9. The configuration coordinates u„and U„which de-
scribe the position of the nth carbon atom.

that the generation of a soliton or a polaron will not
change the total length of the polymer. We therefore
considered periodic chains in which the unit-cell length
was fixed at the optimized value reported in Sec. III.
Moreover, in the first-principles calculations we fixed the
positions of the hydrogen atoms as described in Sec. III.
We are then left with two geometrical parameters to vary
(see Fig. 9): the displacements u„parallel to the polymer
axis obeying Eq. (72), and the displacements U„perpen-
dicular to the polymer axis. For the periodic chains the
latter are defined to obey

Vn Vo (77)

d„„+,—d o+ ( u „+,—u„)sin(P/2),

d +2 =2dosin(P/2)+ (u„+z—
un )

(73)

(0)
nn+m tm m( n+m n) (74)

For the periodic structures of Figs. 1(a) and 1(b) all
on-site terms c,„must be identical. However, using Fig.
1(c) as a reference, we notice that the carbon atom with
only single bonds as the bonds to its two nearest carbon
neighbors can be considered "unsaturated" and will at-
tract extra electrons. Also for solitons spread out over
more sites there will be partly "unsaturated" carbon
atoms. The tendency to attract extra electrons can be
modeled through bond-length-dependent variations in c„,

=Eo g'[(d„„+i do)+(d i „—do)]

=Eo—g'sin(P/2)[(u„+, —u„)+(u„—u„ i)]

EO P n+ i ~n —1) (75)

where we have made use of Eq. (73). In order to deter-
mine 0 completely we thus need six parameters: t', ',

(0)
,

cubi,

exp, Eo, and g.
That art of the total Hamiltonian which is not includ-

ed in is written as a simple function of [u„].
Whereas the SSH model includes only the simplest har™
monic terms, we will also include anharmonic terms.
Thus,

H =8„, H—

with P being the C—C—C bond angle. (We have here as-
sumed the parameters v„of Fig. 9 to vanish, as will be
discussed in Sec. XB.)

Like Su, Schrieffer, and Heeger, we write the hopping
integrals as linear functions of the bond lengths and using
Eq. (73) we have

with vo =0 for the optimized structure. The first-
principles calculations were then performed for various
values of (uo Uo).

The shift uo —+ —uo corresponds to passing from the
one bond-length alternation to the other, i.e., from the
structure of Fig. 1(a) to that of Fig. 1(b). The first-
principles calculations for this transition demonstrated
that the smallest variations in the total energy were ob-
tained when keeping vo=0. In that case we found the
total-energy variations shown in Fig. 10 where we show
the energy as a function of bond-length alternation
defined as

bd =d2„ i 2„—d2n ~n+, =4 sin(P/2)uo, (78)

0.15

0.00
hO

~ pH

where we have used Eq. (73).
The key quantity in Fig. 10 is—besides the size of the

bond-length alternation —the dimerization energy Ed;
which is defined as the total energy per CH unit of the
undimerized structure minus that of the optimized
(dimerized) structure. From Fig. 10 we see that we find

Ed; =0.028 eV.
There exist various other theoretical estimates for Ed;

obtained with different methods and/or restrictions in the

= 2K2 g (u„+,—u„) +—,'K4 + (u„+,—u„)" . (76)

The six parameters of H and the two of A (i.e., K2
and K4 ) are now to be determined from the first-
principles calculations on periodic chains as will be dis-
cussed in Sec. X B.

—0.15
—0.15 0.00

Ad (A)

0.15

B. The perfect chain

We will ultimately be interested in chains in which we
have inserted a soliton or a polaron. It must be assumed

FIG. 10. Relative total energy (E„,), the ~-electron single-
particle energy (E„),and the difference (E =—E„,—E ) in eV
per CH unit as functions of the difference in the nearest-
neighbor bond lengths Ad for periodic chains. The results have
been obtained from the first-principles calculations.
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geometry variations. We will here discuss some of those.
First of all, Su, Schrieffer, and Heeger ' predicted

Ed; =0.015 eV as a result of their model which was
parametrized in order to reproduce the experimental
value of Ad and of the gap. Another semiempirical cal-
culation but using the CNDO (complete neglect of
differential overlap) method predicted Ed; =0.079 eV.

The ab initE'o Hartree-Pock calculations by Kertesz,
Koller, and Azman and by Suhai were performed on
only one dimerized and one undimerized structure. Also
they gave large values of Ed;: Ed; =0.15 eV by
Kertesz, Koller, and Azman and 0.18 eV by Suhai.
Much more detailed studies were undertaken by Karpfen
and Petkov ' and Karpfen and Holler, who optimized
the structure in more detail for both the dimerized and
the undimerized form. The difference in the total ener-
gies for the two isomers give Ed; =0.11 eV using a small
basis set and Ed; =0.034 eV with an improved basis
set. For an even more detailed geometry optimization
but with the smaller basis set later calculations increased
Ed; to 0.16 eV.

Finally, Suhai ' has performed a detailed study using
extended basis sets and also including a perturbational
treatment of correlation effects. He demonstrated that
improved basis sets led to reductions in Ed;, which for
the best basis set was reported to be 0.076 eV. Correla-
tion effects reduced this further to 0.043 eV. Similar re-
sults have recently been obtained by Konig and
Stollhoff' who found E„; =0.06 eV without correlation
and Ed; =0.04 eV when including correlation.

A restricted density-functional study by Mintmire and
White' ' gave, on the other hand, a small Ed;
Ed; =0.016 eV, whereas one of us with a very limited
geometry variation found Ed; =0.12 eV. '"' In contrast
to this, the density-functional calculations on crystalline
trans-polyacetylene by Ashkenazi et a/. ' ' have all pre-
dicted a very small dimerization energy: Ed; =0.003 eV
(Ref 19) orE =0

With few exceptions all calculations predict Ed; to be
larger than found by Su, Schrieffer, and Heeger. ' This
means that unless the values of the parameters of the H„
model Hamiltonian differ significantly from those pro-
posed by SSH, one has to include anharmonic terms in
H, e.g. , by allowing K4 in Eq. (76) to be different from
zero.

Since the valence energies are well reproduced by the
density-functional calculations, we can use the integral
over the ~& valence band as obtained in our first-
principles calculations to give the ~ contribution to the
total energy. This contribution, labeled E, is also shown
in Fig. 10. The difference E„,—E is then per definition
the o. contribution, which is to be described by H of Eq.
(76). Also this, labeled E, is shown in Fig. 10.

We can use the two different total-energy expressions
of Sec. III to obtain more information about the contents
of Fig. 10. Using e, of Eq. (30) our calculations show
that the contributions from the nonspherical parts of the
potential and charge density inside the muon-tin spheres
are important. That term is lowered with 0.047 eV per
CH unit when passing from the undimerized structure to

5c,=g' X 2uocos(P/2) =g X 2uocot(P/2)

tan(/3/2) .EE
2vp

(79)

0
Our calculations resulted in g= 8.85 eV/A.

The lowest total energy in our calculations was found
for up=u~pl =0.028 A, whereas SSH forced their param-

0

eters to give u~p~=0. 040 A. Therefore, although our o:&

value is significantly larger than the SSH value, the
nearest-neighbor hopping integrals become almost identi-
cal in the two models for the optimized structure. More-
over, as discussed elsewhere, ' the o.

&
value of SSH is

smaller than usually assumed for hydrocarbons. We
Anally mention that for a very localized soliton as that
schematically shown in Fig. 1(c), E„ofthe site of the soli-
ton is lowered by g X 2u

I o~
=0.5 eV.

Choosing K4=0 in Eq. (76), the (approximately) right
ground-state structure is found for K2 =48.5 eV/A .
This is to be compared with the SSH value of 21 eV/A,
but here the difference in u ~p~ can also be held responsible
for the difference. However, only for K4%0, the right

Ed; can be obtained, and realistic values are then
%2=30.5 eV/A and %4=7339 eV/A .

Konig and Stollhoff' have used their ab initio
Hartree-Fock results in estimating a&=4.0 eV/A and
K2 =30 eV/A . Their value of u~p~ is slightly larger than
ours: u~p~ =0.033 A. On the other hand, the earlier lim-
ited LMTO calculations on more compact chains (the
C—C—C bond angles were kept at 120') predicted

the dimerized structure. This does, however, not neces-
sarily mean that a set of self-consistent calculations with
only spherically symmetric components inside the
muon-tin spheres will predict the structure with vanish-
ing bond-length alternation to have the lowest total ener-
gy. Eo of Eq. (31) is upon dimerization lowered by 0.19
eV per CH unit, which is the double of the lowering in
E of Fig. 10, also indicating that the o.-band energies are
lowered upon dimerization. This was also found in an
earlier study, but for a much more limited geometry vari-
ation. ' ' It is, however, not to be interpreted as saying
that the o electrons prefer a dimerized structure, since in
the first-principles calculations all electrons interact with
each other.

Some of the parameters of H„of Eq. (71) can now be
determined from the m

&
valence bands for different values

of b,d (or, equivalently, uo). We find with the values of
SSH in parentheses: so= —4.36 ( —

) eV, tP'=2. 45 (2.5)

eV, a, =6.36 (4.1) eV/A, and t2' '= —0.12 ( —) eV. Nei-
ther a2 nor g could be determined in this set. Since, how-
ever, the effects of the next-nearest-neighbor interactions
are small, ' we have chosen to ignore the effects of 0.2,
i.e., to set F2=0.

We determined g by looking at the vr, valence band for
structures with u„=up=0 but v„=vp &0. This corre-
sponds to increasing all bond lengths simultaneously by
2uocos(P/2) for Uo ((do. For an overall lowering in the
vri valence energies of b, E, we can use Eq. (75) in obtain-
ing
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tP'=3.78 eV, a&=5.45 eV/A, and tz '=0.38 eV. ' ' We
find in total that our present values are more realistic and
in better accord with other sets of parameter values.

Since our model differs in several aspects from the orig-
inal SSH model we have chosen to study models with five
different parameter sets. Thereby we could gradually
modify the SSH model such that it ultimately (for the last
parameter set) becomes our own model, and could exam-
ine the effects of each modification separately. A and

were defined as in Eqs. (71) and (76), respectively, but
the parameter values differed. In the first set we used the
values of SSH. In the second set we used our values but
with t2 '=/=%4=0 (and therefore %&=48.5 eV/A ).
The third set was obtained by including the proper tz '

value, and in the fourth set we also used the correct Kz
and E4 values. Our full parameter set was used in the
fifth and last set. In all sets (including the first) we used
co= —4.36 eV.

In Fig. 11 we show for comparison the relative energies
for the first [Fig. 11(a)], the second and third [Fig. 11(b)],
and the fourth and fifth [Fig. 11(c)] sets for the periodic
chains as functions of uo. Since t'2 ' and g do not affect'
these results, the results for the second and the third and
those for the fourth and the fifth set are pairwise identi-
cal. The results were obtained considering a ring mole-
cule with N=200 sites. We thereby avoid end effects and
impose periodic boundary conditions.

The SSH parameters give a total-energy minimum
[Fig. 11(a)] for uo =u~o~ =+0.040 A. The other sets give
minima close to the value we found in the first-principles
calculations, i.e, un=ufo~=+0. 029 A in Fig. 11(b) and
uo =u&o~ =+0.026 A in Fig. 11(c). The dimerization
energy is calculated to be 0.013, 0.018, and 0.028 eV, re-
spectively. It is remarkable that t) E„,/Bug„„are0 Qp —

Q(p)

similar in Figs. 11(a) and 11(b) (33 and 40 eV/A, respec-
tively), but, on the other hand, significantly larger in Fig.
11(c) (237 eV/A ). However, by including even one more
term in 8, the curvature can also be given any desired
value without changing u ~o~ or Ed;

We performed one more calculation for the optimized
structure of each model but with N=700. The resulting
density of states were broadened with Gaussians of
FWHM=0. 05 eV and are shown in Fig. 12 for the first

XI. SOLITONS AND POLARONS
IN TRANS-POLYACETYLENE

A. Solitons

Su, Schrieffer, and Heeger ' proposed a soliton as
schematically shown in Fig. 1(c) to be modeled through

u„= (
—1 )"u otanh( n /L ), (80)

parameter set [Fig. 12(a)] and the last set [Fig. 12(b)].
The curves are seen to be very similar; the largest
difference being that the valence band in Fig. 12(b) is nar-
rower than the conduction band due to the next-nearest-
neighbor interactions.

In comparing Fig. 12(b) with the results of the first-
principles calculations, we notice first of all that the gap
in Fig. 12(b) is much more realistic than that of the first-
principles calculations, which may be accidental. A more
careful inspection of Figs. 12(b) and 3(a) reveals that espe-
cially the top of the valence band and the bottom of the
conduction band is shifted more away from the Fermi
level in the model calculations than in the first-principles
calculations. Since we are essentially interested in those
orbitals this is a weakness of the present model. This
may be related to the use of a finite (6 for k H [0;1])num-
ber of k points in the first-principles calculations. In Ref.
39 it was argued that for linear carbon chains, E would
be reduced by something like 30%%uo when passing from 6
to an infinite number of k points. However, also with
such a reduction, trans-polyacetylene is found to dimer-
ize. We have chosen to ignore these problems and use
the model above, since it has the appealing feature of giv-
ing a realistic gap. When appropriate we will discuss
some of the implications of a modified model. Finally,
the valence band of Fig. 12(b) is slightly too narrow,
whereas the conduction band is too broad, indicating that
our value of t'2 ' is too large.

Since we have included neither interchain interactions
nor many-body effects, we stress that the model is not
perfect, but should represent a very realistic single-
particle approximation to trans-polyacetylene. We will
now in the next section use the model in studying solitons
and polarons.
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FIR. 11. As Fig. 10 but obtained from model calculations and as functions of up. In (a} we use the SSH parameters, in (b) and (c)
the present ones. Only harmonic terms in 8 are used in (b), whereas 8 is anharmonic in (c).
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where the center of the soliton is supposed at n=0. It
has later been shown that Eq. (80) is the exact form in
the continuum limit of the SSH model.

For a ring molecule with an even number X at sites one
has to introduce solitons in pairs. With X large and even
we will accordingly generalize Eq. (80) to

n +5+5 n +6—5
u =( —1)"uotanh tanh

where 25 is the distance between the soliton and the an-
tisoliton. Moreover, 6 is a parameter that can be varied
in order to model the propagation of the soliton-
antisoliton pair. With 26 =%/2 the distance between the
soliton and the antisoliton becomes largest possible, and
for X sufficiently large they will not interact.

We have used the model described in the preceding
section with the five diferent parameter sets. It turned
out that the results were almost independent of 5 (indi-
cating the solitons to be highly mobile), and we will
therefore focus on the results for 5=0. Furthermore, we
set uo = u(o~ and 2k =X/2. We then only have L, to vary.
%'e optimized L for doubly positively or negatively
charged ring molecules ["doubly, " since the chain con-
tains two (anti)solitons], as well as for a neutral, but
spin-containing ring molecule. The charge and/or spin is
varied by varying the occupation of the orbitals closest to
the Fermi level. In the discussion below we will define
the binding energy Eb as the negative of the total energy

of the soliton-containing chain minus that of the undis-
torted. chain of the same charge and spin. And since we
have two solitons we will divide by 2 in order to get the
energy per soliton. The creation energy of a singly
charged, undistorted chain equals the energy of the top of
the valence bands (the bottom of the conduction bands)
for positive (negative) chains, and E& can therefore also
be interpreted as the lowering in creation energy of
charged chains due to soliton formation. For an undis-
torted chain with a spin, the creation energy equals the
gap and the binding energy can be interpreted in the
same way.

For the first parameter set (that of SSH) we found
L=7.9 i~dependent of charge and spin. We found
Eb =0.25 eV for the charged chains and Eb =0.90 eV for
the spin-containing chain. The soliton induces a gap
state which is placed exactly at midgap [see Fig. 13(a)j, as
is well known.

Very similar results were found for the second set. L
was optimized to be 6.5, the binding energies were 0.27
eV for charged solitons and 1.01 eV for the spin soliton.
Here the gap state is also at midgap (i.e., at —4.36 eV).

Introducing next-nearest-neighbor interactions (third
parameter set) leads to a small difFerence in positively and
negatively charged solitons: L, =6.4 and 6.7 for the two,
respectively. Moreover, E& =0.28 and 0.27 eV in the two
cases, respectively. For the spin soliton the situation is
unchanged from that of the second parameter set. As
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FIG. 12. The ~-electron density of states obtained in the
model calculations for the perfect optimized chain. The vertical
dashed line is the Fermi level for the neutral system. In (a) we
have used the SSH parameters, in {b) the present ones.

FIG. 13. The m-electron density of states obtained in the
model calculations for the chain with a soliton. The vertical
dashed line is the Fermi level for the neutral system. In (a) we
have used the SSH parameters, in (b) the present ones. Only the
part closest to the Fermi level is shown.
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demonstrated elsewhere ' next-nearest-neighbour interac-
tions lead to a very small shift of the gap state away from
the midgap position.

Increasing the dimerization energy by setting K4%0 as
in the fourth parameter set leads to some changes. L is
roughly halved being 3.2 for positively and 3.3 for nega-
tively charged solitons, and 3.2—3.3 for the spin soliton.
Also the binding energies are decreased, being 0.16, 0.15,
and 0.81 eV in the three cases. As for the third parame-
ter set, the gap states appear close to midgap.

When we introduce /%0 as in our final (fifth) parame-
ter set, important modifications show up. There is a clear
difference in the optimized L values, which become 3.9,
1.6, and 2.8 for the positive, negative, and spin soliton,
respectively. The binding energies are 0.10, 0.14, and
0.83 eV, respectively. The effect of g is obviously to at-
tract extra electrons, which explains the large difference
in Eb for positive and negative solitons. Finally, the gap
is between —5.28 and —3.92 eV [see Fig. 13(b)], such
that the midgap position is at —4.60 eV. However, the
soliton-induced states now appear at —4.66, —4.68, and
—4.67 eV, respectively. Thus, a shift towards the
valence-band edge is observed [see Fig. 13(b)], which in-
tuitively can be expected since the atoms near the center
of the solitons have lower on-site energies due to (%0.

In comparing our results with those of others it should
be mentioned that there exists a vast literature on model
calculations on trans-polyacetylene (see, e.g. , Refs. 2, 37,
and 38), and it is impossible to give proper reference to
all. We will therefore here only consider some few
relevant papers.

The most important finding in our model calculations
with our (fifth) parameter set is that we —using a physi-
cally well-founded single-particle model —find soliton-
induced states shifted noticeably away from the midgap
position. We believe this shift to remain approximately
constant also when using a model that gives a smaller di-
merization energy. The main difference will then be an
increase in the optimized values of L. Baeriswyl, Camp-
bell, and Mazumdar have shown that for a SSH model
extended with a Hubbard-U term one gets a shift [of
about U/(3L)] of the gap level, but that this shift is to-
wards the valence-band edge for the charged solitons and
towards the conduction-band edge for the spin soliton.
In our model the shift is always towards the valence-band
edge. Thus, a comparison of experimental results on neu-
tral and charged polyacetylene could offer a possibility to
separate the two effects. It does, however, also mean that
the shift towards the valence-band edge observed for
charged polyacetylene does not necessarily indicate a
Hubbard U different from 0.

Sum, Fesser, and Biittner have also demonstrated
that an extended single-particle SSH model may lead to
soliton states away from the midgap position. They,
however, have not offered any physically intuitively clear
explanation of their extra terms.

Parameter-free calculations have been performed on
soliton-containing chains. Both density-functional calcu-
lations on infinite chains and on finite molecules, as
well as ab initio Hartree-Fock calculations on finite mole-
cules predict the soliton-induced levels to appear asym-

metric in the gap.
Optical experiments have been performed both on

doped ' and on photoexcited ' polyacetylene. For
the doped samples an absorption at 0.65 —0.75 eV is ob-
served, whereas the absorption is at 0.5 eV for the pho-
toexcited samples. Thus, in all cases the absorption is
closer to the valence-band edge in agreement with our
findings. However, the shift from midgap is about twice
what we predict, and the remainder may thus be ascribed
to many-body effects. Combining our results with those
of Baeriswyl, Campbell, and Mazumdar, this finally
suggests that the Hubbard U is only half so large as usu-
ally proposed, when basing the proposal on photoabsorp-
tion data.

For the sake of completeness we finally mention that
Fu et al. in their model calculations have observed
more soliton-induced states outside the band regions. We
do not observe similar features.

In Fig. 14 we show the wave functions of the soliton-
induced gap states, in Fig. 14(a) using the original SSH
parameters and in Fig. 14(b) using our parameters. We
notice that the wave functions are very similar although
the L values are very different. As pointed out else-
where ' the width of the orbital does not need to follow
the width of the lattice distortion, and Fig. 14 represents
clearly an example for this. This further means that
ENDOR (electron nuclear double resonance) experiments
on neutral but spin-containing samples are to be inter-
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FIG. 14. The wave function of one of the gap states in Fig.
13. Shown are the coefficients to the di6'erent carbon p func-

tions as a function of carbon site. (a) and (b) correspond to the
two cases in Fig. 13.
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preted as only giving information on the wave functions
and not on the lattice distortion.

Finally, the next-nearest-neighbor interactions lead to
small components on the "odd" sites between the large
components seen in Fig. 14 on the "even" sites. These
components are, however, only few percents of the large
components.

B. Polarons

n +5+6u„=(—1)"uo 1 —a sech

n+5 —6
X sech (82)

We will here only consider the form (82). As a conse-
quence of the formation of the polaron, the two gap levels
interact and split into a bonding and an antibonding com-
bination.

We only considered two parameter sets, the first and
the last, i.e., the original due to Su, SchrieQ'er, and Heeger

When we reduce 5 in Eq. (81), the soliton and the an-
tisoliton start to interact and ultimately they may form a
bound pair, the polaron. For small 5 one may re-
place Eq. (81) by

and the most detailed present one. For the SSH set we
found optimized polarons for charged chains with one
electron added or removed and for chains with the spin
of one electron reversed. The optimized values were
6=3.0, L=11.0, and +=0.7. The binding energies were
0.075 eV for the charged chains and 0.29 eV for the spin-
containing chain. The gap levels appear symmetric in the
gap [see Fig. 15(a)] about 0.22 eV from the band edges.
The corresponding orbitals of the two gap levels are very
similar, and in Fig. 16(a) we show that of the lower level,
which is seen to resemble the superposition of two soliton
functions.

On the contrary, we believe that our own model does
not support polarons. The gap levels [see Fig. 15(b)] ap-
pear very close ((0.02 eV) to the band edges and the or-
bitals [Fig. 16(b)] are so delocalized that finite-size effects
become noticeable, and we believe that the polaronic dis-
tortions will ultimately disappear for very long chains.

In Ref. 34 it was shown how an improved SSH model
for linear carbon chains (polyyne) with anharmonic terms
in H led to a preference of polarons over solitons for
chains with nonzero charge or spin. There, both the o.

energy and the m energy each favored the structure with
u„=uo=u[o] over that with u„=uo=0. Here for trans-
polyacetylene, the o. energy favors the undimerized struc-
ture slightly over the dimerized structure. We believe

0.241

g 0.0
0

,(A .
—0,241

200 Site no. 500

o.144

e (eV)
-0.144

Site no. 700

FIG. 15. The ~-electron density of states obtained in the
model calculations for the chain with a polaron. The vertical
dashed line is the Fermi level for the neutral system. In (a) we
have used the SSH parameters, in (b) the present ones. Only the
part closest to the Fermi level is shown.

FIG. 16. The wave function of the lowest gap state in Fig. l. 5.
Shown are the coe%cients to the difFerent carbon p functions as
a function of the carbon site. (a) and (b) correspond to the two
cases in Fig. 15.
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this difference to be the main reason for the difference in
relative energies of solitons and polarons. It may there-
fore be slightly modified when using a model which pre-
dicts a smaller dimerization energy, but we believe that
solitons will remain the stabler distortions.

XII. CQNCLUSIQNS

The aim of the present paper has been twofold. First
of all we have presented a detailed theoretical study of
the electronic properties of trans-polyacetylene. Second,
we have shown how the first-principles, density-
functional, full-potential LMTO method for helical poly-
mers may be extended in order to calculate various exper-
imentally accessible quantities.

We first demonstrated that one may introduce two
different expressions for the total energy when using the
density-functional formalism. These are in principle
identical, but approximations in any actual calculation
make them differ. The difference can be used as an esti-
mate of the quality of the calculations. Having estab-
lished well-converged calculations we subsequently
demonstrated that our method predicted the lowest total
energy for neutral periodic trans-polyacetylene for a
structure with a nonvanishing C—C bond-length alterna-
tion. Whereas this agrees with experimental findings and
j.esults of ab initio Hartree-Pock calculations and of
density-functional calculations on single chains, it con-
trasts recent findings of Ashkenazi et al. , who used
another density-functional method. We argued, however,
that their results might be due to three-dimensional
effects, although the mechanism behind the bond-length
alternation cannot be considered fully understood.

In subsequent sections we showed that the calculated
band structures were to be considered very realistic. We
also demonstrated how photoelectron spectra and infor-
mation about electron-energy-loss spectra could be calcu-
lated, and that these agreed well with available experi-
mental findings for trans-polyacetylene. Moreover, we
presented a method for calculating momentum-space
properties, which are of relevance for Compton scatter-
ing experiments. The results for trans-polyacetylene sug-
gested Compton scattering to be an experimental method
for studying the degree of chain alignment in the sample.

Mulliken populations demonstrated that the frontier
orbitals of trans-polyacetylene mainly are formed by car-
bon p orbitals. We used this and other findings of the
first-principles calculations in deriving a modified SSH
model for trans-polyacetylene. This model contains
next-nearest-neighbor interactions and an "ionicity" term
in the ~ part as well as anharmonic terms in the o. part.

We finally used the model in studying solitons and po-
larons. Polarons were found to be unstable, and the
soliton-induced gap states were found to be placed asym-
metric in the gap shifted towards the valence-band edge.
This latter is in agreement with experimental results, and
suggests that a Hubbard U is smaller than often assumed.
Moreover, the width of the solitonic orbitals was larger
than the width of the underlying lattice distortion, and
the solitons were slightly different for chains of different
charge and jor spin.
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