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The magnitude and sign of the effective magnetic splitting factor g* for conduction electrons in
CiaAs/Al Cia& As quantum wells have been determined as a function of well width down to 5 nm. The
experimental method is based on combined measurements of the decay time of photoluminescence and
of the suppression of its circular polarization under polarized optical pumping in a magnetic field per-
pendicular to the growth axis (Hanle effect). Measurements as a function of hole sheet density in the
wells reveal a transition from excitonic behavior with very small apparent g value for low density, to
larger absolute values characteristic of free electrons at higher densities. For 20-nm wells g* for elec-
trons is close to the bulk value (

—0.44), and increases for narrower wells passing through zero for well
width close to 5.5 nm. A theoretical analysis based on three-band k p theory, including allowance for
conduction-band nonparabolicity and for wave-function penetration into the barriers, gives a reasonable
representation of the data, leading to the conclusion that g* in quantum wells has a value close to that of
electrons in the bulk at the confinement energy above the band minimum.

I. INTRODUCTION

The effective magnetic splitting factor g* of conduc-
tion electrons in low-dimensional semiconductor systems
is of interest for various reasons. For example, measure-
ments can provide a test of band theory for confined elec-
trons on a par with that given by the effective mass, ' it
is an important parameter for interpretation of integral
and fractional quantum Hall effects, and it is also impor-
tant in phenomena involving electron-nuclear spin cou-
pling, such as optical detection of nuclear magnetic reso-
nance.

We describe here a determination of g' in type-I
GaAs/Al Ga, „As quantum wells between 5 and 20 nm
in width. This study in these systems reveals that g*
varies markedly, passing through zero for well width
I.,=5.5 nm. The variation is described approximately by
a three-band k p theory, including allowance for nonpar-
abolicity of the bulk GaAs conduction band and for
penetration of the electronic wave-functions into the
Al Ga, As barriers. The method is based on combined
measurements of the decay time of photoluminescence
and of the suppression in a magnetic field of its circular
polarization under polarized optical pumping (Hanle
effect). The same technique has been used by Chadi,
Clark, and Burnham for bulk Al Ga& As alloys.

The most precise values of g* in seminconductors are
obtained using electron-spin resonance (ESR). Optically
detected ESR has been applied successfully to type-II
GaAs/A1As quantum wells, but works only in excep-
tional cases for type-I systems because generally the elec-
tron lifetimes are too short. Dobers, von Klitzing, and
Weimann' have used electrically detected ESR to obtain
g in degenerate n-type heterojunctions and wide quan-

turn wells. They were able to vary the "confinement" en-
ergy over a limited range by application of magnetic
fields to the electron Fermi sea and obtained results in
GaAs/Al Ga ] As which are in agreement with ours.
More recently Krapf et al. " have reported optically
detected ESR in p-type GaAs/Al„Ga, As heterojunc-
tions. Their results are not directly comparable with ours
as the electrons in such a system are not quantum
confined and have essentially three-dimensional behavior.
Determinations of spin splittings from observations of
magnetoquantum oscillations in degenerate n-type sys-
tems are dominated by many-body exchange enhance-
Inents and do not give reliable values of the bare electron
g*.' Thus, while less precise than ESR, the present
method does give useful results for type-I quantum wells
and, as described below, can also determine the sign of

II. EXPERIMENT

A. Principles of the method

In a degenerate p-type direct-gap semiconductor, opti-
cal excitation at the absorption edge with cw circularly
polarized light gives a photoexcited population of spin-
polarized conduction electrons quantized with respect to
the exciting beam. The spin-polarization of the holes due
to photoexcitation is negligible since the photoexcited
population is in general small compared to the ambient
population, and their spins will in any case undergo rapid
thermalization. The degree of circular polarization of the
band-edge luminescence under ( o.+ ) excitation

I':—I(o.+ ) I(o )—
I(a+)+I(o).
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P(8)=P(0)/(1+II 2),
n= lg" lpgB/&, (3)

In the present experiments we have been able to deter-
mine g* via Eqs. (1)—(3). Note that P(B) will have a
Lorentzian shape centered at B=O if r, and w, are in-
dependent of the field. Generally the determination of g*
can be difficult because, although we expect that ~, will
be independent of the field, ~, will increase with the
field. ' Nonetheless, provided that P(0) is large (say
)0.8), indicating that spin-lattice relaxation is slow in
zero field, any increase of ~, will in practice have a
minimal effect and the depolarization will follow an
essentially Lorentzian curve with height P (0) and width
[half-width at half maximum (HWHM)]

1de= (4)

We have previously demonstrated that P(0) is indeed
large in quantum wells containing degenerate heavy-hole
populations. ' Thus in such samples, measurements of
height and width of the Hanle depolarization (see Sec.
II 0), together with the luminescence decay time (r„) in
zero magnetic field (Sec. II E), give reliable values of g*
using (4). The sign of g* may also be determined as de-
scribed in Secs. II 8 and II D.

B. Nuclear-spin effects: The sign of g
*

In Sec. II A we considered only effects associated with
polarization (S) of the electronic spins. However the
contract hyperfine interaction

Hh~= A I.S
where 3 is a constant and I is the nuclear spin, allows dy-
namic polarization (I) of the nuclear spin system via
mutual electron-nuclear spin Aips. In GaAs the nuclear
spin system comprises all the lattice nuclei, that is, the
isotopes Ga and 'Ga, which are 60% and 40% abun-
dant, respectively, and As, which is 100% abundant. In
an arbitrarily directed applied magnetic field, such a nu-

is therefore equal to the spin polarization of the electrons
( S ) and is given by'

P(0) =P*r, /(r, +r„),
where ~, is the spin-lattice relaxation time of the elec-
trons, and ~„ is the luminescence decay time. P* is the
polarization which can occur in the absence of spin-
lattice relaxation, and is set by the interband optical ma-
trix elements and the degeneracy of the bands. In a
GaAs quantum well where the degeneracy of light- and
heavy-hole bands is raised and only the heavy-hole band
is occupied, P* is unity for excitation with light propaga-
ting along the growth axis (z). '

In a magnetic field 8, perpendicular to z, Larmor pre-
cession of the electron spins causes a depolarization of
the luminescence, or Hanle effect, according to '

clear polarization provides an extra, fictitious component
of magnetic field 8„, seen only by the electron spins
(Overhauser efFect). Provided that the external field
exceeds the internuclear dipolar fields ( —lg), both (I)
and B„are collinear with the applied field' and

(&S) 8)
g*j g

(6)

Bo= —8„.
Thus the sign of B„and hence of g can be determined
unambiguously from the sign of the displacement of the
center of the Lorentzian, the angle between the applied
field and the exciting beam, and the sense of the exciting
polarization.

where ( S ) is defined by the direction and polarization of
the exciting light beam (see Fig. 1).

The magnitude of B„may be large, up to several teslas
in GaAs, ' and if present can complicate the interpreta-
tion of measurements of P(8). Even though according to
(6) 8„ is zero for applied fields exactly transverse to the
incident light beam (i.e., to (S) ), there are still residual
eff'ects of nuclear polarization on P(B) for small applied
fields, as described in Sec. IID. ' Furthermore, it is
difficult under experimental conditions to achieve the
transverse geometry with sufficient precision to avoid ob-
servable finite values of B„.

To keep things simple, as described in Sec. IIA, it is
necessary to avoid nuclear polarization. This can be done
by making measurements of P with the exciting light
beam alternated between o.+ and o. polarization on a
time scale fast compared with the time for dynamic nu-
clear polarization (T„~1 s)' but slow compared to that
for electron recombination (r„~ 10 s). The electronic
spin (S) will then follow the alternation but the buildup
of nuclear polarization will be blocked. It is straightfor-
ward to alternate the incident polarization at an ap-
propriate frequency to meet these requirements, as de-
scribed in Sec. II D.

On the other hand, nuclear spin polarization and its as-
sociated field B„can be exploited to give the sign of g*.'
For this the magnetic field is applied at some angle
( -30') to the transverse direction and P(8) is measured
using a fixed polarization (say 0+) to excite the sample.
The nuclear polarization and field B„will then appear.
The geometry is illustrated in Fig. 1, which shows the
directions of incident light beam, of (S) in the case of
o.+ polarization, and of an arbitrarily directed external
field B. Referring to Eq. (6), 8„ is collinear with 8 and,
furthermore, the hyperfine constant A is positive, being
proportional to the electron density at the nuclear posi-
tions, and to the nuclear gyromagnetic ratio which is pos-
itive for all the natural isotopes of group-III and -V ele-
ments. Thus B„augments or opposes 8 according to the
sign of (S)/g*. To a first approximation the eff'ect of 8„
is to give a Lorentzian variation of P(8) similar to that
for the purely transverse geometry specified by Eq. (4),
but now centered at a finite applied field'
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FIG. 1. The orientations of electron-spin polarization (S)
and nuclear field 8„ in the two cases of g &0 and g &0, rela-
tive to the incident light beam (assumed o.+ polarized). An
external magnetic field 8 is applied at the angle 8 to the incident
beam.

excitons. Under reverse bias, populations of heavy holes
with sheet densities up to 10" cm accumulate in the
wells, probably due to quasiresonant tunneling process-
es, ' and giving absorption spectra with Fermi-edge
singularities rather than hydro genic excitons. The
heavy-hole concentrations were determined from rnea-
surements of the additional Stokes shift between lumines-
cence and luminescence excitation peaks, compared to
the value for Hat-band bias conditions. ' The lurnines-
cence excitation peak energies at Aat band indicated
signi6cant variation from the nominal well widths as a
function of position on the wafers, which has permitted
determination of g* for more values of I, than the nomi-
nal ones. The value of L, for each particular sample was
determined by comparison of its Hat-band heavy-
hole —electron n =1 absorption peak energy with those
for similar samples' where the widths were determined
by x-ray diffraction.

C. Samples

The samples used in these measurements have been de-
scribed elsewhere in some detail. ' They consist of series
of single GaAs quantum wells of nominal widths L, =5,
10, and 20 nm separated by 31-nm A1Q 3GaQ 7As barriers
grown on an n+ -type GaAs substrate. The wells, bar-
riers, and a thick GaAs buffer layer immediately on top
of the substrate are undoped (estimated to be approxi-
mately 10' to 10' cm p-type). Electrical bias can be
applied between a transparent Indium Tin Oxide elec-
trode on the top surface and the substrate. At Bat-band
bias ( —+0.5 to +1.0 V) the quantum wells are empty
and the interband spectra are dominated by hydrogenic

D. Measurement of polarization

Figure 2 illustrates the experimental arrangement for
measurement of P(B). It is a standard cw luminescence
and luminescence excitation apparatus with provision for
polarization studies. The sample was mounted in
superAuid helium at 1.8 K in a superconducting magnet
and approximately 10 Wcm of light from a cw dye
laser was focused onto it along the growth axis, giving
photoexcited carrier densities in the region of 10 cm
Backward luminescence was collected and analyzed using
a 0.5-m grating spectrometer. The dye laser was tuned to
the lowest-energy absorption feature of the particular
quantum well under study. This was the n =1 1s heavy-
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FIG. 2. Experimental arrangements for determination of luminescence polarization P(8). In (a) the photoelastic modulator
(PEM) alternates the incident laser beam between o.+ and cr polarization at 50 kHz. In (b) the sample is excited with Axed cr+ po-
larization and the detected luminescence is modulated. P is a linear polarizer, A. /4 a quarter wave plate, and PMT the photomulti-
plier tube.
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hole —electron exciton peak for Aat-band bias or the
equivalent "Mahan" exciton peak at the Fermi edge for
reverse bias. ' The spectrometer was set to the peak of
the corresponding electron —heavy-hole recombination
line.

The polarization P was determined using one of the
two arrangements shown in Fig. 2. In Fig. 2(a) the in-
cident laser beam is modulated between 0.+ and o. po-
larization at 50 kHz using a photoelastic modulator
(PEM), while the luminescence is passed through a fixed
o+ analyzer (combination of A, /4 plate and linear polar-
izer) in front of the spectrometer slit. In this arrange-
ment effects of nuclear-spin polarization are suppressed,
as described in Sec. II 8, enabling accurate measurements
of ~g" ~. In Fig. 2(b) the positions of modulator and fixed
analyzer are interchanged, allowing nuclear polarization
to build up so that the sign of g* may be determined. In
both configurations the reference signal from the modula-
tor operates the gate of a dual-channel pulse-counting
system and an associated computer is used to obtain the
value of P as defined in Eq. (1).

Figure 3 illustrates typical data for P(B), measured us-

ing the configuration of Fig. 2(a) and with the applied
magnetic field perpendicular to the incident light beam.
Corrections have been apphed to the raw data to allow
for the dark count of the photomultiplier tube and also
for a background field-independent polarization signal as-
sociated with elastic scattering of nonlasing emission
from the dye laser at the spectrometer wavelength. The
curves in Fig. 3 are Lorentzians fitted to the experimental
points. The fit is good, confirming the expectations of

1.0
=6o

Lz ——9.6nm

0.5

Sec. II A. The parameters of such fits [height P(0) and
width (HWHM) b,B] were used in the determination of
~g*~ using Eq. (4).

Figure 4 illustrates raw uncorrected data for P(B) for
two different well widths L„obtained using the
configuration of Fig. 2(b), in which nuclear polarization is
important. For these measurements the external field
was at 60' to the incident beam and the reverse bias was
adjusted to maximize the heavy-hole concentration. In
Fig. 4(a) (I., =9.6 nm), P(B) follows an approximately
Lorentzian curve centered near Bo=+0.1 T. For this
experimental geometry the positive sign of Bo indicates
that B„opposes the external field [Eq. (7)] and that g* (0
(see Fig. 1). Figure 4(b) shows measurements for a well
width L, =5.05 nm using the same geometry. The nega-
tive displacement of the maximum in the P(B) curve
shows that B„=+1T and therefore that in this case,)p

0—0.4
I I I

-0.2 0 0 ' 2
Magnetic Field (T)

0.4

1.0

(b) e =6o'
Lz =5.05nrn

0.5

I

0 1 2 3

Magnetic field (T)

FIG. 3. Examples of Hanle depolarization curves obtained
using the setup of Fig. 2(a) in a quantum-well with L, =9.6 nm,
containing heavy-hole densities of (a) -5X10 cm and (b)
7X 10' cm . The solid circles are background-corrected ex-
perimental points„and the curves are fitted Lorentzians.

—1 0
Magnetic Field (T)

FIG. 4. Hanle depolarization curves for samples with (a)
L, =9.6 nm and (b) L, =5.0S nm obtained using the setup of
Fig. 2(b). The applied field is at an angle 0=60' to the incident
beam. The scans are continuous chart recordings not corrected
for background except for removal of an experimental artifact
near 0.5 T. Vertical arrowheads indicate the offset center of the
depolarization curve (80) in each case showing that in (a)
8„=—80—-—0. 1 T and therefore g

*(0, whereas in (b)
8„=—Bo-—+1 T and g*)0.
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The sharp peaks near B =0 T are not relevant to this
discussion. They are associated with reorientation of the
nuclear polarization at values of external field compara-
ble to the internal nuclear dipolar fields in the sample, '

in which regime Eq. (6) is not valid.

K. Measurement of luminescence decay time

Luminescence decay curves were measured with a
high-dynamic-range picosecond photon counting system,
based upon a Delli Delti DS3/RF/SP streak camera and
described in detail elsewhere. ' The sample, mounted in
liquid helium at 1.8 K, was excited at 45' to normal in-
cidence with a train of 2-ps FWHM (full width at half
maximum) pulses at 735 nm from a synchronously
pumped mode-locked Styryl-8 dye laser. The lumines-
cence was collected with wide-aperture optics and
dispersed with a 0.25-m monochromator with 3-meV
bandpass centered upon the n = 1 electron to heavy-hole
recombination line from each of the three quantum wells
in turn for each setting of the sample bias. The overall
time resolution of the system was varied in the range 20
to 50 ps to optimize signal-to-noise ratio on the record-
ings within the constraints of producing undistorted de-
cay transients.

The incident laser power was kept as low as possible in
order to avoid effects of exciton-exciton scattering and
hot exciton populations on the luminescence decay. Un-
der these conditions the peak photocreated carrier densi-
ty was 2X10 cm . The measured transients exhibited
an initial rise on a time scale of 100 ps due to hot carrier
and exciton cooling, ' followed by an exponential decay
over one to three orders of magnitude. The decay times
were independent of excitation photon energy. Due to
the strong variation with temperature of the radiative
lifetime of excitons in quantum wells, our observation
of a single exponential decay indicates thermalization of
the excited carrier population to the lattice temperature.
Furthermore, the decays are observed over a range of in-
stantaneous carrier densities that spans that used in mea-
surements of P(B) (Sec. IID). Therefore the lurnines-
cence decay times were measured in a regime of low exci-
tation density and temperature equivalent to that used in
the measurements of P(B).

Figure 5 illustrates measured luminescence decay times
w„and also quantum ef6ciencies at various applied biases
for 9.6- and 21-nm wells. In these cases ~„peaks at the
fiat-band condition (approximately + 1 V) and falls
sharply for small reverse bias before increasing for larger
negative bias. At Hat band the wells are fully depleted of
carriers, so that the recombination proceeds via radiative
decay of atomic excitons. The sharp fall in decay time
for moderate reverse bias occurs where the Stokes shift
measured in our cw measurements (Sec. II D) indicates a
significant population of heavy holes in the wells (up to
10" cm ). Since the quantum efficiency is only weakly
dependent on bias, this reduction of decay time must be
due to an enhanced radiative rate when a Fermi sea of
holes is present rather than to any additional nonradia-
tive decay process. The increase of decay time for larger
bias, where the Stokes shift indicates that the we11s are
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FIG. 5. Luminescence decay times and quantum efficiencies
for quantum-we11 width (a) 20 nm and (b) 9.6 nm. For a discus-
sion see Sec. II E.

III. RKSUI.TS

Figure 6 shows values of g* obtained by combining
measurements of P(B) and ~„ for different heavy-hole
sheet densities for three different well widths I, The
main uncertainty in the data is due to the fact that it was
not possible to make measurements of the Stokes shift,
and hence of hole density, at the same time as the
luminescence decay time ~, . Thus the variation of ~„
with hole density is not precisely known and we have
been forced to assume that the dependence of concentra-
tion on electrical bias was the same for the measurements
of r„as for those of P(B), where simultaneous measure-

once more depleted, is similar to that reported previous-
ly ' and ascribed to effects of electric field on electron-
hole overlap. A more detailed analysis of the recombina-
tion dynamics in these samples is planned to be the sub-
ject of a separate publication
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FIG. 6. Variation of the apparent g factor with heavy-hole
sheet density for three different quantum-well widths. The solid
curves are guides for the eye.

ments of the Stokes shift were made. The associated un-
certainty is quite small for well widths up to L, —12 nm
since the variation of r„with bias was relatively weak [see
Fig. 5(a)]. However for L, -20 nm, r„changes rapidly
with bias [see Fig. 5(b)], giving rise to the large uncertain-
ties indicated in Fig. 6. It is apparent that g* increases
from a small value for low concentrations to a constant
value dependent on L, for finite concentrations. For the
21-nm well the data are consistent with an asymptotic
value close to that for bulk GaAs (i.e., —0.44), as indi-
cated by the solid curve drawn through the points.

We interpret this behavior as follows. First, for low
concentrations of heavy holes the recombination is dom-
inated by excitonic coupling of the photocreated electron
and hole. Group theory predicts that in the axial symme-

try of a quantum we11 the g factor of an exciton will be
zero for magnetic fields applied perpendicular to the axis,
as in this experiment, there being only a quadratic Zee-
man splitting. In principle, quadratic splitting of the ex-
citonic energy levels wi11 give rise to a broad, non-
Lorentzian depolarization curve P(B). We have not in-

vestigated this possibility in detail but it is clear that the
small apparent values of g* at low hole concentration are
in general agreement with expectations. For high hole
concentrations the luminescence is due to recombination
of the individual photocreated electrons with holes from
the degenerate Fermi sea. The electrons are initially ex-
cited at the Fermi wave vector and rapidly thermalize to
the bottom of the conduction band before recombination.
In these circumstances the excitonic binding becomes
negligible' and we expect that the electron-hole ex-
change energy will likewise be greatly reduced. There-
fore the measured g value is essentially that of a free elec-
tron at the conduction-band edge.

In Fig. 7 we plot this high concentration limit of g*
against well width L, The sign of g* has been deter-
mined in each case by the method outlined in Sec. II 8
and we find that it becomes positive for L, (5.5+0. 1 nm.

FIG. 7. Asymptotic values of g* at high concentrations of
holes (see Fig. 6) for di6'erent well widths (solid circles) com-
pared with calculations (curves). The experimental points
represent the free-electron g value, as argued in Sec. III. The
cross is a measurement by Dobers, von Klitzing, and Weimann
(Ref. 10) and the arrow indicates the bulk g value for GaAs
( —0.44). Calculated curves are obtained from three-band k-p
theory as 'described in Sec. IV. The values of nonparabolicity
parameters are E

&
=0.080,E2 = —0. 185 for curves a and b and

El =0.116,E2 = —1.2 for curves c and d. Curves b and d con-
tain allowance for electron wave-function penetration into the
barriers; curves a and c do not.

In principle, the free-electron g value is anisotropic, so
that Fig. 7 shows g* for field applied in the [110]direc-
tion in the plane perpendicular to the growth axis. How-
ever, any anisotropy will be small, probably less than our
experimental uncertainty (k p perturbation theory
beyond five bands is required to describe anisotropy of
g*), and consequently Fig. 7 represents the electron g
value for all field directions. Also shown in Fig. 7 is the
value obtained by Dobers, von Klitzing, and Weimann
for a 15-nm n-type quantum well' in a field along the
growth axis [001]. The curves in Fig. 7 represent theoret-
ical estimates of the g factor based on three-band k.p
theory.

IV. DISCUSSION

We expect that with increasing well width g will tend
to the bulk CxaAs value ( —0.44), and that for narrow
wells, where the electrons spend much of their time in the
barriers, g* will become positive, the value for bulk
Alp 3Gap 7As being —+0.4. Although this is observed
experimentally, such qualitative considerations do not in-
dicate the form of variation nor the relative importance
of the barrier penetration for intermediate well widths.

In order to model the variation of g with L„we as-
sume that the main effect of quantum confinement is that
the motion of the electrons at the lowest point in the
n =1 subband is equivalent to that of electrons in bulk
GaAs at the same energy above the band edge. The vari-
ation of g* then arises because of nonparabolicity of the
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and

m Ei
g =gQ +4K)'m* Eg

E2
E =Ei +%2

g

(8)

(9)

where go (=—0.44) is the g value and m*/m (=0.0667)
is the effective-mass ratio at the bottom of the band, and
Es(=1.519 eV) is the band gap for GaAs. These pa-
rameter values together with the spin-orbit splitting
b,o(=0.341 eV) for GaAs then fix the values of the two
nonparabolicity parameters K, =0.080 and K2 = —0.85.
To compare these expressions with the experimental data
for quantum wells, we replace E by the measured electron
confinement energy for GaAs/A1Q 3GaQ 7As quantum
wells, ' and obtain curve a in Fig. 7.

To include the effect on g* of penetration of the
confined electron wave function into the quantum-well
barriers we use the conclusions of recent investigations of
cyclotron resonance in GaAs/AlAs superlattices. These
suggest that the effective mass of electrons in a superlat-
tice may be obtained by taking the mean value of
(m /m "—1), the quantity calculated in k p perturbation
expansions, for the well and barrier regions weighted ac-
cording to the probability of the electron being found in
the well or the barrier. The values of m* required are
that of an electron in the well region at the subband edge
and that of an electron at the same energy in the barrier.
In the case of the g factor, the effect of barrier penetra-
tion can be estimated by taking a similar weighted mean
of the quantity (g'/2 —1). Curve b in Fig. 7 shows the
effect of such a correction for barrier penetration on
curve a. We have used a three-band k-p perturbation cal-
culation' ' to estimate values for (g'/2 —1) in the
Al Ga, As barriers at the energy of the confined elec-
trons in the GaAs wells. The appropriate weighting fac-
tors for different values of L, were obtained from calcula-
tions of electron envelope function assuming 60:40
conduction-band —valence-band energy offset. The
difference between curves a and b in Fig. 7 is not large,

bulk conduction band. (We shall see that barrier penetra-
tion has a comparatively small eFect on g*.) We use for
convenience three-band k p perturbation theory as
developed by Wallis for the conduction-band dispersion
of bulk materials (see Palik et al. ). The dependence of
g

* on energy E above the bottom of the conduction band
to fourth order in effective-mass theory is the solution of

justifying our rather crude estimates for the correction.
Although they show the right trend, curves a and b do

not fit the experimental data well. In particular, they do
not pass through zero at the correct value of L., (5.5 nm),
which is a point that is rather precisely located by our
measurements. Rogers et al. ' and Singleton et al.
found that a satisfactory description of the variations of
eff'ective mass in GaAs/AIAs quantum wells could only
be obtained by allowing the parameter K2 to vary from
that specified by the theory. In curve c of Fig. 7 we use
their adjusted value ( —1.2) in Eq. (9) and adjust K, from
0.080 to 0.116 to make the calculated g* value pass
through zero at L, =5.5 nm. Curve c is the calculation
without allowance for wave-function penetration into the
barriers, while curve d includes it. Again the difference
between these curves is small, especially for L, &5 nm,
and each now gives a reasonable representation of the ex-
perimental data.

It is interesting that a similar fractional adjustment is
required for the parameter K, (0.080 to 0.116) to achieve
a satisfactory fit to g factor measurements as is required
for ICz (

—0. 85 to —1.2) to fit the effective mass. Al-
though it is tempting to ascribe the values of K& and K2
to effects of quantum confinement, it is not really surpris-
ing that the simple unadjusted three-band k.p perturba-
tion theory (curves a and b) fails to fit the data in view of
the fact that it is an expansion about the bulk
conduction-band edge. It will become increasingly inac-
curate as the ratio of confinement energy to band gap in-
creases.

We conclude, therefore, that to a first approximation at
least, as with the effective mass, the g factors for electrons
in GaAs/Al Ga, As quantum wells have the same
values as those for electrons in the conduction band of
bulk GaAs at an energy above the band edge equal to the
quantum confinement energy. The effect of penetration
of the electron wave functions into the barriers is rather
small for L, ~ 5 nm. A better theoretical treatment
would take account of the modifications to the bulk con-
duction band induced in quantum-well systems. It seems
likely that the effect of such refinement will be quite
small, particularly for values of L, greater than —5 nm,
and more accurate measurements may be required to test
them.
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