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Electron interaction and optical gap of conjugated polymers
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The controversy regarding whether the optical gap of a polymer is increased or decreased by
electron-electron interactions can be clarified by studying the effect of screened Coulomb interactions on
the correlation function of the excited states. Since the competition between the diagonal and the off-

diagonal parts of the electron interaction depends on the screening, the screening becomes the decisive
factor to determine the dependence of the optical gap on the electron interaction. Our theory shows that
the electron interaction with weak or normal screening increases the optical gap. However, if the
screening is very strong, the optical gap can be reduced by the electron interaction.

I. INTRODUCTION

Experimentally, one of the most prominent features of
the conjugated polymer is the finite excitation energy
from the ground state to the lowest optically allowed ex-
cited state, namely the optical gap. But, theoretically,
understanding the physical origin of the optical gap is
one of the most controversial issues in this field today.
There exists a sharp dispute about the effect of electron-
electron interactions on the optical gap. Qne school
shows that the electron interaction increases the optical
gap (some groups even think that the main origin of the
optical gap is the electron interaction). However, the
other school is of the opposite opinion, namely that the
electron interaction should reduce the optical gap, which
is produced by electron-phonon interactions. Their
discrepancy comes from the different descriptions for the
electron interaction. The former school uses the extend-
ed Hubbard model to describe the electron interaction.
Starting from that model, many different theories includ-
ing the perturbation, ' Gutzwiller variational, renormal-
ization group, Monte Car1o simulation, valence
bond, configuration interaction, exact diagonaliza-
tion, ' and others have been used to investigate the effect
of electron interaction on the dirnerization and optical
gap. Although their methods and approximations are
different, all these approaches reach the same result,

namely that the electron interaction increases the dimeri-
zation and optical gap. However, the latter school argues
that the extended Hubbard model only contains the site-
charge repulsion U and V, and misses the bond-charge
repulsion 8'. When 8'is added to the extended Hubbard
model, they find that the dimerization and optical gap is
reduced. " Nevertheless, the former school is not con-
vinced because the latter takes the extreme case with
8'= V and makes only first-order perturbation. '

Thus, whether the electron interaction increases or de-
creases, the optical gap becomes an open question.

It is not surprising that the conclusions of these two
schools are completely opposite; the reason is that their
model Hamiltonians are different. The question is to
what extent these models are suitable. Apparently, the
key to settling this dispute is to analyze the limitations of
these models and find a better description for electron in-

teraction in polymers. We know that the parameters U
and V in the extended Hubbard model are the diagonal
matrix elements of the Coulomb interaction, and the
bond-charge repulsion 8' which is the exchange term, is
one of the off-diagonal elements. There are also many
other off-diagonal elements, such as the site-bond repul-
sion X, etc. It has been pointed out by Campbell and co-
workers that the parameters U, V, O', X cannot be adjust-
ed artificially at will. ' The ratios between these pararne-
ters should be determined from the Coulomb interaction.

11 042 1991 The American Physical Society



ELECTRON INTERACTION AND OPTICAL GAP OF A. . . 11 043

On the other hand, as is well known, the Hubbard model
is a good approximation for those systems whose band-
widths are narrow. The off-diagonal elements, therefore,
are much smaller than the diagonal elements and they
can be neglected. However, the bandwidth of the conju-
gated polymer is wide and even larger than the electron
interaction. In such a case, the off-diagonal elements are
not always negligible comparing to the diagonal partner,
especially when the screening is strong. Then the results
based on selecting some part of the interaction elements
with artificial values are questionable. Therefore, it will
be more reliable to directly use screened Coulomb repul-
sion U(r) ~(1/r) exp( Pr) to—describe the electron in-
teraction. In the second quantized representation this in-
teraction includes all diagonal and off-diagonal elements.
And in this description, the ratios between all interaction
parameters U, V, 8', X, etc. , can be determined correctly,
avoiding any artificiality. This description is general;
both the former model (extended Hubbard) and the latter
model [KSSH (Ref. 11)] are diff'erent approximations of
this interaction. So it can be expected that the results
based on this interaction will provide a satisfying answer
to the above dispute.

Such screened Coulomb repulsion has been successfully
used to clear up the confusion about the effect of the elec-
tron interaction on the bond alternation of the poly-
mer. ' ' The bond alternation is a property that is only
associated with the ground state of the polymer. But the
optical gap involves the excited states. In this paper we
are going to use the same interaction to study the effect of
the electron interaction on the excited states and the opti-
cal gap of the polymer.

In the next section we establish the integral equations
for the correlation function of the excited states in an in-
teracting electron system and find the relation between
the optical gap and the correlation function of the excited
state. Then, in Sec. III, the dependence of the optical gap
on the electron interaction will be obtained by solving the
integral equations numerically. In the discussion of the
results it tells how the controversy about the optical gap
can be settled.

II. THEORETICAL FRAMEWORK

By using the screened Coulomb repulsion to describe
the electron interaction, the Hamiltonian of our system
reads

H;„,= g U(r; . ),
(I,J )

U ( r ) = ( Uo /r ) exp( P—r ),

(2.3)

(2.4)

%(1,2, . . . , N) =D(1,2, . . . , N) exp g u;J, (2.5)
I,J

where D(1,2, . . . , N ) is the Slater determinant consisting
of occupied states pk, and u; is the correlation factor
determined by the variational principle. As is known, the
first part of the wave function (2.5) represents the indivi-
dual particle mode and the second part represents the
collective mode. ' Actually, in momentum space the
second part can be written as

where Uo and P are the strength and the screening factor
of the electron interaction in the polymer. The last term
in (2.1) is the elastic energy and K is the elastic constant.

The optical gap is the threshold of an interband optical
absorption. In the system with electron interaction, an
excited state such as 2 3 can exist within the gap, but it
is dipole forbidden from the ground state, whose symme-
try is 1 '3 . The lowest many-body excited state in this
paper has the symmetry 'B„,which is dipole allowed, and
the transition from the ground state to this lowest excited
state produces the optical gap. '

The calculation of the optical gap for a system with an
intermediate electron interaction is an important but
difficult problem. The polymer has a wide bandwidth of
about 10 eV, and the electron interaction in the polymer
is about 5 eV. It means that the electron interaction is
neither weak enough to use the perturbation nor able to
be treated by the strong-limit approximation. It is an in-
termediate case. The various methods mentioned in the
Introduction have enabled some progress for this sub-
ject, but they are not able to deal with the Coulomb in-
teraction. Meanwhile, the exact calculation methods for
the optical gap suffered from the finite-size effect. In this
paper we Use the Feenberg-Jastrow variational method,
which can work for the Coulomb repulsion and for any
length of the polymer chain. We are going to determine
the dependences of the optical gap on both the strength
and the screening of the electron interaction in the inter-
mediate region of strength and for any screening. Then it
can be quantitatively shown how the electron interaction
increases or decreases the optical gap.

Following the Feenberg-Jastrow ansatz, the wave
function of an interacting electron system is

H=HO+H;„, +(K/2)g (Xi+i —Xi —g )2 .
1

(2.1) X ij X CkPkPk ~

I,J k

Ho describes the interaction between the electron and
the lattice of the polymer,

Q2
V;+g V(x; —Xi)

1

(2.2)

where V(x; —X& ) is the potential produced by the atom at
X& and exerting on the electron at x;. The eigenvalues
and eigenfunctions of Ho are s(k) and pk. H;„, is the
electron interaction

where Ck is the Fourier transform of u(r) and Pk is the
density fluctuation, which depicts the plasma in the case
of Coulomb repulsion or the zero sound in the case of
short-range repulsion. This many-body wave function
(2.5) is a functional of the electron's occupation
configuration. In the half-filled case, the most interesting
states in our study are the ground state %' (1,2, . . . , N)
with full valence band and empty conduction band and
the lowest single-particle excited state 4, (1,2, . . . , N)
with one electron excited from the valence band to the



11 044 SUN, SHUAI, NASU, LIN, AND GEORGE

conduction band. Since the collective mode is not excited
in this excitation, %g and %', have the same u; but
different D, and Dg, which possess reversed sym-
metries. The optical transition is allowed between them

and the optical gap Eg is

Eg =E([4,J) E—([+gI) .

The energy E( [4 I ) of the wave function 4 (2.5) is

(2.6)

E([q])=&eiaie&/&vie&
=g c(~)+—,

' f d 1 f d2[P(1)—no]v(1, 2)[P(2)—no]

$2+ ,' f d—lfd2[P(1, 2) —P(1)P(2)]v(1,2)+ f d 1 fd2P(1, 2)(V,u, ~)8m

+ fdl fd2f d3P(1, 2, 3)(Viui2)(Viui3),

where P(1,2, . . . , n ) is the n-particle distribution function, which satisfies the following integral equations:

P(1 lg) =P(110)exp f dg'A( 1 lg')
0

P(1,2~$)=P(1,2~0) exp f dg'IC(1, 2~$')
0

where

& ( 1 lg') =f d2 u ipP(1, 2lg')/P( Iles')+-,' f d2 f d 3 u23[P(1, 2, 3lg')/P( I lg') —P(2, 3l(') ],
K(1,21$')=

u)
+2f d 3( ui3+up 3) P(1, 2, 31$') /P(1, 21$')

+—,
' fd3 fd4u [P(1,2, 3,4~$') —P(1,2)g')P(3, 4~/')]/P(1, 2(g') .

(2.7)

(2.8)

(2.9)

(2.10)

(2.11)

Since the density is not high, and there is no electron con-
densation under the screened repulsive interaction; the
multibody correlation is much less effective than the
two-body correlation. Then the three- and four-particle
distribution functions can be expanded by the convolu-
tion approximation in terms of two-body correlation
function, and Eqs. (2.8) and (2.9) are closed. For the
ground state 4, its density Pg(1) and two-body distribu-
tion function P (1,2) can be obtained directly by solving
the combined integral equations (2.8) and (2.9), which has
been done in a previous work. '

In order to get the optical gap from the Eq. (2.6), we
must first know the density P, (1) and two-particle distri-
bution function P3(1,2) for the excited state. They can

be obtained by de6ning

P( 1)=P, (1 ) Ps( 1)—
and

P(1,2) =P, (1,2) P(1,2), —
(2.12)

which are the differences of the densities and correlation
functions between the excited state and ground state.
Since the system contains N electrons and 4', is an ex-
tended single-particle excited state, both P(1) and P(1,2)
are the quantities with the order of I/N. Keeping this in
mind and applying Eqs. (2.8) and (2.9) to the excited state
qi„ the equations for P(1) and P(1,2) can be derived:

P(lip) P(110) +f ~dg' fd2P(2~g') 5A(11$ ) + fd2f d3P(2 3~P)
5~(llf )

P(lip�)

P(1 I0) 5P(2(g ) 5P(2, 3(g') (2.13)

P(1~2IP P(1,210) + ad/ d3P(3i~, )
5E(1,2lf') + d3 d4P(3 4ig, ,

)
M(1,21$')

P(1,2, lg) P(1,2, I0) 5P(3, 4~g )
(2.14)

From Eq. (2.6), the optical gap can be expressed in terms of P(1) and P(1,2):
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E =26, + f dl fd2[P(1, 2)I2 —noP(1)]v(1, 2)

+ f d 1 fd2P(1, 2)(V,ui2)'
Sm n00, n

+ f dl fd2f d3(V&u&z)(VIuI3) f dyP (y) ' ' —+ f dy f dz P(y, z)5P(1,2, 3) 5P(1,2, 3)
5P y 5P y, z

(2.15)

where 0 is the volume of the cell and n0 is the average
density. From this expression it can be seen that, al-
though P(l) and P(1,2) are infinitesimal, their contribu-
tion to the optical gap is finite. In the right-hand side of
Eq. (2.15), the first term 2b, is the dimerization gap; the
rest are the effect of the electron interaction on the exci-
tation.

Thus, the core of our theory is to calculate P(1) and
P(1,2) by solving the integral equations (2.13) and (2.14),
from which the density and the correlation function of
the excited state can be obtained. Substituting the ob-
tained P(1) andP (1,2) into the Eq. (2.15), we can get the
optical gap.

III. RESULTS AND CONCLUSION

Following the formalism established in the preceding
section, the optical gap with the electron interaction can
be calculated step by step.

First, we deal with the band without the electron in-
teraction. For the sake of simplicity, a periodical
square-well potential is taken as the electron-lattice in-
teraction, which gives the bandwidth 4t0 = 12 eV and the
noninteracting dimerization gap E =1.4 eV. With this
band, the noninteracting density P(1 0) and P(1~0) as
well as the two-body distribution function P(1,2~0) and
P(1,2 0) can be obtained straightforwardly.

Next, using the obtained P(1~0) and P(1,2 0) as the in-
itial condition to solve the integral equations (2.8) and
(2.9), we can get the density P( 1 ~g) and the two-body dis-
tribution function P(1,2~$) under the electron interac-
tion. Substituting P(lJg) and P(1,2~$) into Eqs. (2.13)
and (2.14), and using P(1 0) and P(1,2, ~0) as the initial
condition, P(1) and P(1,2) can be obtained by numerical-
ly solving Eqs. (2.13) and (2.14).

Finally, substituting all the obtained P(1),P(1,2) and
P(1),P(1,2) into Eq. (2.15), we obtain the optical gap.

In our theory, the essential quantity is P(1,2), which
rejects the electron correlation in the excited state. The
feature of P(1,2) is shown in Fig. 1, where there ap-
parently appears the 2kF oscillation, which is the charac-
teristic of the correlation function. Notice that P(1,2) it-
self is not the two-body correlation function of the excit-
ed state, as is defined in Eq. (2.12); it is the difference of
the two-particle distribution functions between the excit-
ed state and ground state. So, besides the behavior of
2k+ oscillation, the shape of Fig. 1 looks quite different
from the two-body correlation function of the ground
state, which was shown in Fig. 2 of Ref. 15.

The dependences of the optical gap E (in the unit of

E =1.4 eV) on both the interacting strength Uo (in the
unit of to =3 eV) and the screening factor I3 are shown in

Fig. 2. Each curve in Fig. 2 has a fixed screening factor
f3. From these curves, it can be seen that the weak
screening and the strong screening have qualitatively
different effects of the electron interaction on the optical
gap. In the case of the weak and normal screening, the
electron interaction increases the optical gap; the weaker
the screening is, the larger the increase is. But if the
screening is very strong (/3) 3), the optical gap will be re-
duced by the electron interaction.

Based on these results, the dispute about the effect of
the electron interaction on the optical gap can be
clarified. As was mentioned in the Introduction, the ra-
tios between the interaction parameters U, V, 8',X can-
not be assigned arbitrarily. The merit of using the
screened Coulomb repulsion to describe the electron in-
teraction is that it can correctly bring about the ratios.
With our band and the Wannier function it is straightfor-
ward to calculate the ratios of the off-diagonal elements
to the diagonal ones. These ratios depend on the screen-
ing; their values are given in Table I, where X is negative.
Painelli and Girlando predicted it and discussed its mean-
ing. Combining Table I and Fig. 2, the controversy is
easily settled. From Table I it is seen that, if the screen-

NP(1, 2)

0.2

0. 1

X2/a

-0 1-

FIG. 1. The curve of NP(1, 2) with X& =0.
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2.0-
TABLE I. Ratios of off-diagonal elements to diagonal ele-

ments.

8'/V
X/V

0.02
—0.06

0.10
—0.18

0.26
—0.45

0.43
—0.77

1.0

I

1.0 2.0

FIG. 2. The dependence of the optical gap E~ on the interac-
tion strength Uo with diff'erent screening P.

ing is small, the off-diagonal elements 8'and X are much
smaller than the diagonal ones, and they can be neglect-
ed. So, in this case, the electron interaction can be de-
scribed by the extended Hubbard model. At the same
time Fig. 2 shows that the optical gap is increased by the
electron interaction if the screening is weak. This is ex-
actly the result obtained by the former school. Table I
also shows when screening increases, the ratios of 8'/V
and ~X~/V rapid1y increase. If the screening becomes
very strong, the off-diagonal terms can be big enough to
compete with the diagonal ones; then the bond-charge
repulsion 8' and the other off-diagonal elements should
be considered. Meanwhile, Fig. 2 indicates that the elec-
tron interaction will suppress the optical gap if the
screening is strong. This is what the latter school
claimed. Thus, our theory discloses the origin of the
conAicting conclusions between these two schools. It
now becomes clear that each side of the dispute has its

own limitation: the former is valid in the weak or normal
screening, whereas the latter is valid in strong screening.

Here, we see that the behavior of the optical gap is
quite similar to that of the dimerization of the polymer,
although the optical gap is determined by the excitation
of the polymer, whereas the dimerization is only related
to the ground state. For the dimerization, it has been
discovered that the electron interaction initially enhances
the dimerization if the screening is weak, but if the
screening is strong enough (P& 1.5), the electron interac-
tion will suppress the dimerization. ' For the optical
gap, the difference is that it requires even stronger screen-
ing, P & 3; only then will the optical gap be suppressed by
the electron interaction.

In summary, our conclusion is that the effect of the
electron interaction on the optical gap depends on the
screening: for weak and normal screening, the electron
interaction increases the optical gap, and the increase can
be so large that the electron interaction becomes the main

origin of the optical gap; on the contrary, for very strong
screening, the electron interaction decreases the optical
gap, and the optical gap is mainly produced by the
electron-phonon interaction.
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