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The electronic ground states for two- and three-dimensional Anderson-lattice clusters with large Hub-
bard repulsion are determined variationally within the Gutzwiller ansatz by use of a stochastic algorithm
for exact evaluation of matrix elements of Gutzwiller states. The algorithm is similar to one normally
used for finite-temperature simulation and is described in some detail. Variational states for a variety of
Hamiltonian parameters and particle densities were considered. Of particular interest is the regime of
small interband hopping, which is antiferromagnetic at densities near two particles per unit cell. We
found that for some Hamiltonian-parameter regimes, doping the antiferromagnetic cluster with enough
particles or holes can destroy the magnetic ordering and produce a state that resembles a heavy-Fermi-
liquid state, a metal with a strongly-frequency-dependent self-energy. For a 4 X4 Anderson lattice, we
present results of low-temperature quantum Monte Carlo simulations to evaluate the validity of the vari-

ational Gutzwiller ansatz.

I. INTRODUCTION

The Anderson lattice is an extension of the Anderson
model’ which describes the formation of local moments
in systems of dilute transition-metal impurities in non-
magnetic hosts. In the lattice model, the electrons that
occupy the localized (f) orbitals interact among them-
selves through hybridization with an extended (d) band.
We use a version of the Hamiltonian in which the d band
has a tight-binding dispersion, with one f level for each d
level:

H= 2 zs(k)dlsdks—i_ VE E(dis Is +fIsdrs)
k s r s

TE; S Snpt U npng (1)
T s r
where the d band is taken as a simple tight-binding band:
e(k)=2t[cos(k,)+cos(k, )+ - ].

The k’s are the points of the first Brillouin zone, the r’s
label the real-space lattice sites, and s is the spin quantum
number. E is the on-site energy of the localized f band;
the hybridization between the two bands is described by a
single hopping parameter V. A Hubbard interaction with
strength U acts on electrons on the f sites.

Although neither spin-orbit coupling nor a finite
dispersion for the f band are present in this model, it is
still a reasonable simplification of the true electronic
band structure of the heavy-fermion materials, such as
UPt; or CeCuq. The localized f orbitals are due to the
heavy U or Ce ions, and the repulsive Hubbard term
models the Coulomb energy produced when a localized
orbital is doubly occupied. For any model to describe
“heavy-fermion” behavior correctly, the self-energy must
have a strong frequency dependence in order to explain
why the specific heat is so large in such materials, even
though transport properties (which would be measures of
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the effective mass in a noninteracting band model) are not
unusually large at all.? It has been an open question
whether or not the Hubbard interaction by itself is
enough to stabilize such a Fermi liquid as the normal
ground state. (Two good review articles about the appli-
cation of the Anderson model to the heavy-fermion ma-
terials are listed in Ref. 3.)

In the limit of U =« and large spin degeneracy, di-
agrammatic and mean-field treatments of the slave-boson
auxiliary-field model have been very fruitful.*~’ But be-
cause the slave-boson methods are exact only in the
large-spin-degeneracy limit and because the random-
phase approximation for finite but large U is believed to
have some failings,® the case of small spin degeneracy is
not as well understood. Various fermionic simulation
schemes have been applied to the Anderson-lattice mod-
el.>~!2 Unfortunately, Zhang!® has reported, and our ex-
perience has confirmed, that if the simulation methods
devised for the two-dimensional Hubbard model are ap-
plied to the Anderson lattice with small V, then spin-spin
correlations do not equilibrate at low temperatures. This
is the very parameter regime that is expected to model
heavy-fermion behavior.

For ground-state properties there is an alternative ap-
proach: the variational principle. A simple variational
ansatz for strongly correlated systems (those with a
strong U) was suggested by Gutzwiller,'* and in Sec. II
the precise choice of a trial Gutzwiller state will be dis-
cussed. In Sec. III we shall review an stochastic algo-
rithm for the exact evaluation of the properties of such
correlated electron trial states, which are usually impossi-
ble to obtain analytically. In Secs. IV and V we present
numerical results for a variety of Hamiltonian parameters
and particle densities to indicate that there are indeed re-
gimes for which two- and three-dimensional heavy Fermi
liquids are energetically stable. In Sec. VI the results of a
finite-temperature simulation on very small clusters are
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compared to the properties of Gutzwiller states for those
small systems. A brief summary of our calculations and
their limitations is given in Sec. VIIL.

II. GUTZWILLER ANSATZ
FOR THE ANDERSON LATTICE

The variational state we take as
|G)=P,|¥) , )

where
sz H [1_(1_g)nfr1~nfrl] .
T

P, projects out some fraction of doubly occupied f sites,
with the parameter g determined variationally. The state
|¥) is an independent particle state which can contain
additional variational parameters. (The historical devel-
opment of the Gutzwiller approach has been reviewed by
Vollhardt.!>) We formulate this independent particle

state as

|W)=exp(hM +h,M,)|¢,) , (3a)
where

M=73 (nypp—ng)
and )

M= Y expli(rym+r,m+ - ) (npy—ngy) .
r

M is the magnetic moment, and M; is the staggered mo-
ment. Fictitious magnetic fields # and & serve as varia-
tional parameters to enforce magnetic ordering. The
state |¢,) is the nonmagnetic ground state of the follow-
ing two-band Hamiltonian:

H'=73 3 [e(k)—pgld]dy,
k s
+qV 3 Sl frt+rlde)

+(Ef_[_tb_,llc)z Enf" . (3b)

H' is just the Hamiltonian in Eq. (2) with U =0, except
that the interband hopping has been rescaled by varia-
tional parameter 1 and the f on-site energy has been
shifted by variational parameter u,. The pseudochemical
potential p; sets the particle density and is not a varia-
tional parameter. Altogether, there are five variational
parameters: g, 7, iy, h, and k.

The hybridized bands of H' will both have finite
dispersion; in energy, one band is completely above the

4=(G|4|G)/(GIG)=(¥|P, AP,|¥) /{(¥|P}|¥)

tr[exp(hM +h M, )exp( —BgH') exp(hM +h M )P, AP, ]
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rescaled f-site energy E,—pu, and the other band com-
pletely below the rescaled f-site energy. For both bands
the density of states is greatest for energies nearest the
rescaled f-site energy. If

2Dt +E;—p, >4V,
where D is the dimension of the lattice, then the energy
gap between the bands of H' is
- 2Dty* V2
gap 4D2t2—(Ef_H’b)2 °

4)

Note that this gap is proportional to (n¥)?. If there are
exactly two particles per unit cell, then the lower band of
H'’ is occupied and the upper one empty. (Of course, this
will not be true in |G ) because of the effects of P,.)
Since the f-site energy E/ is closer to the top of the lower
band, the smaller 7V, the more the f band tends to be oc-
cupied in this special density limit.

If =0 and g =0 with exactly one electron on each f
site and all other electrons in the d band, then the f sites
have decoupled from the system. On thermodynamic
grounds such ‘““decoupled f-moment” states must be ex-
cluded as ground states because they are highly degen-
erate: The spins on the f sites can be in any
configuration. At zero temperature the entropy would
then be gigantic. If such states are the Gutzwiller states
of lowest energy, then the Gutzwiller ansatz cannot de-
scribe the true ground state of the system.

III. MONTE CARLO EVALUATION
OF GUTZWILLER STATES

The main difficulty in evaluating matrix elements of
|G ) is that P, is not easily expressible in momentum
space, while the real-space wave function of |\I/0) is a
Slater determinant. The resulting wave function for |G )
is in Jastrow form, and it is possible to calculate its ma-
trix elements by weighing the determinant terms sto-
chastically. This has been done for the Hubbard mod-
el'®" 1% and for one-dimensional Anderson chains with
infinite U.' 1In certain special cases for the one-band
Hubbard model, such as one-dimensional chains and
infinite-dimensional systems, analytic expressions for
Gutzwiller matrix elements can be deduced by mapping
the matrix elements into a field theoretical model. 2022

An alternate approach that we introduced earlier to
analyze states for one-band Hubbard models?® will be
used here for the Anderson lattice with some minor
modifications. The expectation value of operator A with
|G ) can be written as

Bg—

trexp(hM +h,M,)exp(—BgH') exp(hM +h M, )sz]

(5)

The trace is over the quantum-mechanical states of the system. 1/B is not related to any real temperature of the sys-
tem; it is introduced so that the ground state of H' dominates the trace. (This expression is closely related to the field-
theoretical mapping of Refs. 20-22: the norm { G|G ) plays the role of a partition function.) The operator sz can be re-
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placed with a field of Ising variables interacting with the f electrons by applying the following Hubbard-Stratanovitch

transformation:
(1= =gnpnp P=1—(1—g"npns,

=exp( —2knsqnpy)

=iy explac(ne—ns ) —rlngytng)], (6)

9

where k= —In(g) and cosh(a)=exp(k). The Ising vari-
able o, in each unit cell r takes the values +1 and —1.
The algorithm of Blankenbecler, Scalapino, and Sugar for
a finite-temperature simulation, the BSS algorithm,?* can
now be applied to weigh the contributions of each Ising
configuration to {G|G), with one major difference. In
finite-temperature simulations it is necessary to introduce
a Trotter approximation of the operator exp(—fH) into
a product of more easily handled exponential operators
that effectively separates the Hubbard and kinetic-energy
terms from one another, which introduces an imaginary
Matsubara time index on the Ising variables. Thus there
are many Ising variables per unit cell for a simulation cal-
culation. No Trotter breakup is needed to apply the BSS
algorithm to the variational calculation, and so there is
only one Ising variable per unit cell.

To evaluate { 4 ) if [ 4,P,]1=0, the formula developed
by Hirsch for the Hubbard model® to weigh the contri-
bution of each Ising configuration can be used without
change, with {G|G) in place of the partition function.
However, the results need to be rescaled if [ 4, P, ]7O0.

For example, to calculate an expression such as
(dl,f.,), one must use the identity
(1= —=gnpunp 1f o [1=(1=g)npns ]
=1[g cosh¥(a/2)]" 12
X ¥ exp[h(o,)/2]f; exp[h(o,)/2], (7)

O

where
h (O'r)=aar(nf,T—nf,l)—K(nfrT+nfrl) .

Similar identities hold for f,1, f1;, and 1.

To apply the BSS algorithm to Gutzwiller states, B¢
must be set to a large enough value so that no excited
states of H' contribute to the matrix elements; typically,
Bgt =3X10® was more than enough for the lattices we
examined. A cutoff ¢, is imposed on the eigenvalues of
the operator exp(—pB4H') in order to control numerical
instabilities that can propagate in the matrix-
manipulation operations of the BSS algorithm.?®?’” The
presence of negative eigenvalues of the number-density
matrix is a good test of such instabilities. However, cg
must be large enough to keep the total number of parti-
cles fixed on an integer value. We found that c; in the
range +16—117 was large enough to fix the particle
number of the cluster to within one part in 10~° without
the density matrix having negative eigenvalues.

For a given set of parameters {g,7,u,,h,h,}, we found
that (H) will converge within a few hundred Monte

Carlo sweeps through the Ising spin lattice, although
two-particle static correlations might take a few thousand
sweeps to converge to their final values. Thus it takes
about an hour of Cray CPU time to search through the
parameter space for the minimum energy on a lattice of
=~ 10? unit cells, and once the minimum is found, a longer
Monte Carlo computation of several thousand sweeps is
done to calculate the two-particle static correlations.

IV. SOME TWO- AND THREE-DIMENSIONAL
GUTZWILLER STATES

We now discuss a numerical “experiment” with the
Gutzwiller ansatz. For two- and three-dimensional unit-
cell clusters, we determined the variational ground state
for a particle density of n =2 per unit cell and then dope
the cluster with either electrons or holes. The number of
unit cells for the clusters was N, =64, a numerically con-
venient one for this procedure. (In the next two sections
we explicitly address finite-size effects.) We examined the
following set of Hamiltonian parameters for this experi-
ment:

(a) 8X8 for ¥=2t, E,=0, U=32t;

(b) 8X8 for V=t, E,=—2t, U=32t;

(c) 8X8 for V=3t/8, E,=—t/2, U=32t;
(d) 4X4X4 for V=3t/8, E,=—t/2, U=4t.

At particle density n =2, it can be shown analytically
that the ground state for U =0 is a semiconductor with
short-ranged, nearest-neighbor antiferromagnetic correla-
tions and that the nearest-neighbor correlation is weak-
ened as the particle density is shifted away from n =2.
Shiba has suggested that whatever magnetic correlations
are present in the U =0 ground state will be amplified in
the Gutzwiller state, but the symmetry of these correla-
tions will not change.!® Our own data seem to suggest
this: Figure 1 is a plot of the variationally determined
staggered ‘“‘magnetic field” h; versus particle density n,
and we note that the variational ground state for case (a)
at n =2 is magnetically unordered and quite similar to
the U =0 semiconductor, but is an antiferromagnetic in
the other three cases. For cases (b)—(d), doping the clus-
ters away from n =2 does reduce h;. We tried to dope
these clusters with both enough electrons and enough
holes to drive A to zero, thus destroying the magnetic or-
dering. It is interesting to note that changing n by a large
enough amount would change the symmetry of the spin-
spin correlations in the U =0 bands so that the strongest
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FIG. 1. Fictitious staggered magnetic field 4, vs the particle
density per unit cell n. A/t is dimensionless. O, cluster (a); A\,
cluster (b); O, cluster (c); and O, cluster (d).

correlations would no longer be between nearest neigh-
bors.

The smaller P’s for cases (b)-(d) mean that the f-site
occupation tends to be near unity for n=~2. In this re-
gime one might expect the magnetic ordering of the f-site
moments to allow electrons to hop between f sites (via
hybridization with the d band), which lowers kinetic en-
ergy at the expense of the Hubbard energy. This is sup-
ported by Fig. 2, In(g) as a function of n. The Gutzwiller
projection parameter g has its maximum value (and the
projection operator its weakest effects) for all cases at
n =2, where h; is strongest. The actual f-site number
occupation n, of the variational states as a function of n
is shown in Fig. 3. For cases (b) and (d), n, rapidly de-
creases as n is reduced from 2, but in case (c), which has
the smallest ¥ of all, n,~1 for a greater range of .

In cases (b)-(d), doping with electrons raises the d-
electron occupation n, above 1, while n is fixed near 1
to minimize the Hubbard interaction. The effective inter-
band hopping 7V is shown in Fig. 4, a plot of In(g¥V /t) vs
n. Apparently, nV is more sensitive to doping with elec-
trons than with holes because doping with electrons in-
creases double occupancy in the d band, which
suppresses 7V due to the Pauli exclusion principle. The
reduction in ¥V reduces the effective f-f hopping. Thus
the parameter g, which measures the probability of dou-
bly occupied f sites, is suppressed by electron doping.
The parameter g is also suppressed in case (c) when the
cluster is doped with holes. Here n,=~1, even as holes are
added, and so n; must drop quickly with particle density,
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FIG. 2. Log of the Gutzwiller parameter g vs the particle
density per unit cell n. Parameter g is dimensionless. O, cluster
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and the effective f-f hopping is reduced as fewer d elec-
trons are available to mediate the f-f hopping. Again,
the Gutzwiller projection must become stronger to dou-
bly occupied f sites.

Closely related to the f-site density n, is the f-site lo-
cal moment (a} ), defined as

3
(0}>=Z'1§,:§ ((nfrT_nfrl)2>

3 2
_—4— nf—ch(nfrTnfrl) . (8)

This quantity is also a measure of the density of doubly
occupied f sites, and in a decoupled f-local-moment state
would be exactly 3. In clusters (a)—(c), (npins)
~107°-107>, so that (0% ) is ~75% of n;. U for clus-
ter (d) is somewhat smaller, so that (nsns )~1072
Figure 5 is a plot of (o%) vs n for case (d), an example of
this quantity mirroring n, in these systems with strong
Hubbard interactions.

The doping cluster (c) with particles drove the system
into a density regime where the effective interband hop-
ping nV became so small that we could not tell within the
numerical precision of our calculation whether or not the
decoupled f-moment states are the favored states. Both
the variationally determined estimate for the ground-
state energy and the energy of the decoupled f-moment
states are plotted as a function of n for case (c) in Fig. 6.
Since the values of g and 7 for the other cases seem to be
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roughly exponential in #, it is unclear whether or not the
decoupled f-moment states are really favored in cluster
().

The effective f-site energy (E,—pu, )/t vs n of the clus-
ters is plotted in Fig. 7, showing the behavior of this vari-
ational parameter. Also, we never found a density regime
where a ferromagnetic state was favored.

V. HEAVY-FERMI-LIQUID STATE

By Luttinger’s theorem?® the Fermi surface of |G ) is
the same as that of |¥). Of course, finite clusters can
have no true Fermi surface, but nontheless we know the
discrete Fermi momenta in |1, ) for the clusters discussed
above. There is another complication, though. Since this
is a two-band system, the self-energy for spin s, 2 (q,),
is really a 2 X2 matrix:

2"s f(q’w) 2"sfd(q’a))

2:(@0)= 15 (q0) Zulge) " 2

The Hubbard interaction explicitly involves only the f
electrons, and so = (g, @) will be the only nonzero com-
ponent. However, the quasiparticle energies are the poles
of the full 2 X2 matrix Green’s function, and so one must
be careful in extracting quasiparticle properties from
3, Fortunately, Yip has found that there is still a rela-
tively simple relationship between 93,,(q,®)/dw and
the discontinuities in the components of the particle-
density matrix at any momentum q on the Fermi sur-
face.” Letting An, and An be the jumps in the number
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TABLE 1. Some properties of the metallic clusters created in
the numerical doping experiment.

Cluster n (1—Ang)/Ang (o%)
(a) 1.968 75 1.42 0.423
(a) 2.03125 1.55 0.457
(b) 1.84375 3.45 0.645
(b) 2.40625 31.3 0.745
(c) 1.59375 14.3 0.726
(c) 1.84375 244.0 0.749
(d) 1.3125 1.38 0.351
(d) 2.6875 24.6 0.740

occupation at Fermi vector q for the d and f bands (and
one spin), respectively, then

1—33,(q,0) /30| ,—o=(1—Ang)/An, . (10)

Although this relationship does not determine the mass
enhancement, we would expect enhancement of the
quasiparticle mass if |82Sff(q,w)/aa)| is large.

Table I shows (1—An,;)/An, averaged over the Fermi
momenta for the metallic systems discussed in Sec. IV
above (or what would be metallic systems in the infinite-
size limit). Also listed in Table I are the f-site local mo-
ments (o) for each of these systems. In case (b) with

n =2.40625, case (c) for n =1.718 75 and 1.593 75, and
case (d) with n=2.6875, Eq. (10) predicts that
|02,,/(q,)/dw| is at least an order of magnitude larger
than in the other systems. These systems resemble metals
with a self-energy that is strongly frequency dependent (a
heavy Fermi liquid). The local f-site moments (o%) in
these ‘“‘heavy” metals are near 2, its maximum value;
also, the effective interband hopping 7V is very small.
Although the local f-site moments are strong, the spin-
spin correlations in the heavy-fermion-like clusters is not
peaked for nearest neighbors, but for next-nearest neigh-
bors. In all the “nonheavy” systems listed in Table I, the
spin-spin correlations are peaked for nearest neighbors,
except for cluster (d) with » =1.3125, but in this metal
(o%) is very small. Apparently, the heavy Fermi liquid
is the ground state of the Gutzwiller ansatz in systems
with large U and small interband hopping whenever
n;~1, the f-site moment is strong ({c%)~3), and the
Fermi-surface structure of the underlying bands in |v,)
defeats nearest-neighbor antiferromagnetic ordering.
This kind of state is called a “fluctuating moment” state,
and we discuss it further in Sec. VII below.

Variational calculations performed for clusters with
other Hamiltonian parameters and lattice sizes support
this assertion about the formation of a heavy Fermi
liquid. In finite-size clusters, it is not straightforward to
compare the behavior of cluster of different sizes for den-
sity n 72 because the actual shape of the “Fermi surface”
is a sensitive function of n, and clusters of different sizes
do not support the same set of densities n. But it is still
possible to examine clusters with size N, > 64, and the re-
sults for several addition clusters are summarized in
Table II. For example, we considered 8 X8 and 10X 10
lattices with V'=3¢/8, E,=—t/2, and n=2.4, so that



44 VARIATIONAL MONTE CARLO EVALUATIONS OF . ..

TABLE II. Properties of additional ‘“metallic”” clusters.
U =4t for all clusters.
Size 8X8 10X10 8X38 8X38
v/t 3 3 3 1
Eq/t -4 -1 -2 -2
n 2.40625 2.42000  2.65625 2.65625
g 0.005 0.00075 0.0035 0.27
uy/t -1 —1.5 —2.35 —1.700
v/t T oy % 3
ns 0.99874  0.998 74 1.000 54 1.26576
(o) 0.747 0.749 0.748 0.509
(1—An,)/Any 56.0 259.0 80.0 1.36

ny~1. Then the Gutzwiller states for both size clusters
have heavy-fermion characteristics. (However, the Fermi
surface changes shape as the size is increased from 8X8
to 10X 10, and so the values of the variational parameters
are very different for the two sizes.) Figure 8 is a histo-
gram of the particle-density matrix for the f band of the
10X 10 cluster as a function of q, and Fig. 9 is a similar
histogram of the magnetic form factor S(q). Note the
tiny ‘“jump” in the particle number at the edges of the
cross in the center of the Brillouin zone in Fig. 8, which
marks the location of the Fermi momenta, consistent
with Luttinger’s theorem. The form factor plotted in
Fig. 9 corresponds to a real-space spin-spin correlation
that is peaked for next-nearest neighbors. (Here, S(q) is
defined as

S@=5- 3 Sesplar—r)IS(ror) . (D

€ n

S(r;,1,) is the spin-spin correlation between sites r, and
r, for both the bands combined.)

We also considered an 8 X8 cluster with U =4¢ and
n=2.65625. If V=3¢t/8 and E;=—1/2, then the state
resembles a heavy Fermi liquid. However, if E; is
lowered to —2¢ and V raised to t, the state resembles an
ordinary metal. In fact, for the latter set of parameters,
(a} »=0.51, which means that E Y is at such a low level
compared to the Hubbard strength U that the Hubbard
energy produced by the doubly occupied f sites is not

052

FIG. 8. f-band density matrix in momentum space for a
10X 10 cluster with E;=—t/2, V=t /2, U =4t, and n =2.42.
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FIG. 9. Magnetic form factor S(q) for a 10X 10 cluster with
E;=—1t/2,V=t/2, U=4t,and n =2.42.

large enough to affect the system very much. Again, the
results are summarized in Table II.

VI. TESTING THE VALDITY
OF THE GUTZWILLER ANSATZ

As mentioned in Sec. I, finite-temperature simulations
are of limited value when V <<t, because spin-spin corre-
lations will not equilibrate for temperature T <t¢, even
after thousands of Monte Carlo sweeps through the lat-
tice. Nonetheless, in order to test the validity of the
Gutzwiller wave function, we attempted (finite-
temperature simulations with the BSS algorithm for very
small (4X4) clusters with small V, using the BSS algo-
rithm modified with Hirsch’s technique to control
numerical-error propagation.?® Spin-spin correlations
did not equilibrate, but { H ) and the particle-density ma-
trix certainly did equilibrate after a few thousands Monte
Carlo sweeps. Thus we at least can compare the energy
of Gutzwiller states for such small clusters to simulation
results extrapolated to zero temperature.

Figure 10 shows the energy density per unit cell
E=(H) /N, as a function of temperature T for a 4X4
cluster with n =2, U =4¢, V =3¢ /8, and E,=—21. This
is a special choice of Hamiltonian parameters and density
for which there will be exactly 4 electrons per band per
spin per unit cell for all 7. Note that E converges nicely
to the Gutzwiller value as T—0. Even better, the
thermal ensemble averages of the components of H con-
verge to their Gutzwiller expectation value as T—0. For
example, the interband component k ra to E, where

1
kfdz‘I;Vz 2 <fisdrs+dis rs) » (12)
r s

is shown in Fig. 11 as a function of T. The same thing is
true for the f-site local moment (azzf ), plotted in Fig. 12
as a function of 7. Note that (o%) has its maximum
value at T > 0, a Kondo-like behavior.

It seems that the |G ) describes the ground state well

for this cluster with n =2. However, 4,50, and so the
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FIG. 12. f-site local moment {o%) for the 4X4 cluster vs
temperature 7. 7/t and the local moment are dimensionless.
V, simulation result. The Gutzwiller variational prediction is
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FIG. 13. S(m,m) vs cluster size N, for U=4t, V=3t/8,
E;=—2t, and particle density n=2. The cluster sizes are
4X4=16 unit cells, 6X6=

36 unit cells, 8 X8=64 unit cells,

and 10X 10=100 unit cells. S(,7) is dimensionless.
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TABLE III. Comparison of simulation results and Gutzwill-
er variational predictions for some 4 X4 clusters.

V=3t/8, E;=—1t/2, U=4t
Simulation, T'=1¢/8

Gutzwiller state

n 2.626 50 2.62343
E;/t ~1.549 —1.5193

n, 1.0112 1.008 18
(o%) 0.735 0.743
kpa/t —0.103 —0.03273

V=t, E;=—21, U=4t

Simulation, T =2¢/9 Gutzwiller state

n 2.624 10 2.62500
E/t ~3.548 —3.5238

n; 1.192 1.25501
(o} 0.583 0.5180

magnetic form factor S(q) is strongly peaked at
q=(m,m). Since S(q) cannot be measured from the
simulation, we cannot determine the magnetic correla-
tions of the true ground state. However, our calculations
suggest that the system will have strong long-range or-
dering; Gutzwiller states for this special choice of Hamil-
tonian parameters and density were determined varia-
tionally for larger cluster sizes, and S(w,7) vs N, is
shown in Fig. 13 for these states. Note that S(,)
scales linearly with system size.

Away from n =2, the Gutzwiller ansatz does not do as
well in estimating the energy for these tiny systems. This
is evident in Table III, where the values of E and k, pre-
dicted by the Gutzwiller ansatz are compared with those
of the simulation at T <<t¢ for two lattices with n =2.6
particles per unit cell. Again, the lattices are 4 X4 with
U=4t; one is a ‘“small”’-V system (V =3¢/8 and
E;=—1t/2), and the other is a “medium”-V system
(V' =t and E,=—2t). The energy density E determined
by simulation is lower than the variational energy density
for T > 0. In particular, the two approaches differ great-
ly on the value of the interband kinetic energy; the
Gutzwiller ansatz overestimates |ky,| for the medium-V
system and underestimates it for the small-V system. The
size of the systems examined by simulation is rather
small, but recent self-consistent Green’s-function calcula-
tions suggests that the Gutzwiller ansatz does indeed un-
derestimate |k ;4| in the small-V regime.>
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VII. SUMMARY

Varma, Weber, and Randall’! have characterized
heavy Fermi metals with n,~1 as “fluctuating moment”
metals, since the local moments of the f sites have not
disappeared, even though they do not order. They claim
that when V?2<<t|E 7, with U>>t, the Gutzwiller
ground state will be a heavy Fermi liquid for some parti-
cle densities n<2. In addition, they also believe that
there is an effective Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction in the Gutzwiller state. Rice and
Ueda, however, claimed that for such a heavy Fermi
liquid to be stable against magnetic ordering, the orbital
or spin degeneracy of the f bands must be large, regard-
less of the particle density.’?> Both research groups ar-
rived at these rather conflicting conclusions by applying
what are essentially mean-field treatments to the pseudo-
partition-function of Eq. (5), a procedure that is called
the Gutzwiller approximation to the Gutzwiller ansatz.

The results of our exact work, done for a spin degen-
eracy of two on finite-sized clusters for a variety of Ham-
iltonian parameters and lattice sizes, suggests that heavy
Fermi liquids can be energetically stable against magnetic
ordering without requiring a large spin degeneracy. Such
states occur when the effective interband hopping is small
and f-site occupation near 1, but the f-site local moment
(c%)=3. Then nearest-neighbor antiferromagnetic
correlations are suppressed, and the state is very similar
to the description of Varma, Weber, and Randall.3! The
spin-spin correlation peak for next-nearest neighbors, but
the cluster sizes are not large enough to determine wheth-
er or not the decay length of the spin-spin correlation
function has the standard RKKY form. Finite-
temperature simulation of very small clusters suggests
that while the Gutzwiller ansatz is a good description for
the Anderson-lattice model near n =2, away from n =2
in the heavy-fermion regime, the ansatz may not properly
account for the interband hopping.
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