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The (110) interfaces SiC/AIN and SiC/BP between the cubic (sphalerite) crystals of these
semiconductors are studied within the local-density-functional framework using the linear
mu%n-tin orbital method and the supercell approach. The preferred bonding configurations
are found to be Si—N and C—Al for the former and Si—B and C—P for the latter. Both corre-
spond to cation-anion bonding when the anomolous ion character of BP is taken into account.
The latter is independently confirmed by our calculations. The interface energies are calculated
as the limits of half the superlattice energies of formation and are found to be 0.45 and 0.50
eV for SiC/AIN and SiC/BP, respectively. Combined with a simple bond-breaking model for
the surface energies they are used to estimate the adhesion energies, which are shown to be
comparable in magnitude to the surface energies of the individual materials. The energy of for-
mation of the I + 1 superlattices, which is eR'ectively a 5070 mixed compound, is calculated and
used to make a crude estimate of the energy of formation and the maximum miscibilibity-gap
temperature of the solid solutions. The band structures of the bulk compounds are presented,
including an approximate correction of the band gap. The band alignment is found to be of
type I for SiC/AlN and of type II for SiC/BP with the higher valence-band maximum in BP.
Strain effects in the case of SiC/BP are briefly discussed. The interface electronic structures
including interface states and resonances are analyzed in terms of the local densities of states.

I. INTRODUCTION

Recently, there has been increasing interest in wide-
band-gap semiconductors. There are several motivations
for this interest. Wide band gaps are required for high-
temperature applications and for electro-optical applica-
tions in the short-wavelength range of the visible spec-
trum and the near uv. The II-VI compounds, such as the
selenides and tellurides of zinc and cadmium, which have
been the principal candidates for such applications in
the past, have notable doping problems. Consequently,
a number of alternative materials are being considered:
SiC, diamond, c-BN, GaN, etc. It is too early to pre-
dict whether the electrical properties of these materials
will prove to be more tractable than those of the II-VI
compounds. Whether or not that is the case, these wide-
band-gap semiconductors form an interesting class of ma-
terials in themselves, and that clearly justifies their study.

On the basis of Harrison's simple picture of the bond-
ing in tetrahedral semiconductors, one can either increase
the ionici$y or the covalent interaction between the atoms
to widen the band gap. Clearly the former alternative
is pursued in the II-VI compounds. Since the covalent
interaction is strong for early elements in the Periodic
Table, in particular, for the elements of the second row,
such as B, C, and N, the latter alternative can be used
for semiconductors involving these elements. One way
to understand this is to note that the 2p orbitals are
quite localized because of the lack of lower p-type core

orbitals. These elements thus have small atomic radii
and strong covalent interactions. As a result, among the
group-IV elements, C in the diamond structure has the
strongest covalent interaction and the widest band gap.
The compound semiconductor most closely related to di-
amond is e-BN. We have previously studied the interface
between these two materials. The next series of closely
related materials involves elements from the second and
the third row: SiC, BP, and A1N. These are the subject
of this paper. The other materials of interest within this
series of nitrides and borides are GaN, InN, and BAs.

Heterostructures form an interesting alternative to the
traditional p-n junction technology and could be useful
even in the event that some of the materials of interest
cannot be doped both p and n type. The doping pos-
sibilities of the nitrides mentioned above have recently
been analyzed theoretically by Jenkins and Dow. 5 BP
can be doped both p and n type. Epitaxial growth of
(wurtzite) AIN on 6H-SiC was reported by Knippenberg
and Verspui while Rutz and Cuomo reported growth
of SiC on AlN substrates. Recently, Paisley et a/. re-
ported the successful growth of GaN and GaN/AIN lay-
ered structures on SiC. Although the usual form of AIN,
GaN and InN is the {hexagonal) wurtzite structure, it
proved possible to grow both hexagonal and cubic GaN
on a SiC substrate depending on the crystal structure
and surface of the substrate, the growth temperature,
etc. Similar results are expected for AlN (and InN) but
have yet to be realized in practice.
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Since the wide band gaps in these materials are due
to the strong covalent interaction, all these materials
are also very interesting for their mechanical properties.
Their strong bonding is manifested in their high cohesive
energies, elastic constants, and their hardnesses. This
makes them useful for reinforcement in metal-ceramic
and ceramic-ceramic composites. Again, the interfacial
properties are likely to play a crucial role in connection
with these applications.

Finally, the strong covalent tetrahedral bonding results
in a high phonon-mediated thermal conductivity in this
class of materials. io Since they combine this property
with a wide band gap and thus a low dielectric constant
typical of good insulators, they are very attractive for
heat sink applications, e.g. , as substrates or packaging
material for semiconductor devices. AlN, in particular,
has recently been extensively investigated from this point
of view. i Because of its close lattice match to SiC, A1N
substrates should be an attractive substrate possibility
for SiC.

The above considerations provide strong motivation
to study interfaces between the above-mentioned semi-
conductors. In this study, AlN and BP were chosen
because of their (relatively) close lattice match to SiC.
The present study is limited to the constituents with cu-
bic (zinc-blende or sphalerite) crystal structure. Since
the nearest-neighbor coordinations in the wurtzite and
the sphalerite structures are the same, the general con-
clusions concerning the bonding arrived at in this work
should also be valid to interfaces involving the wurtzite
structure.

We focus on the (110) interface for several reasons, to
be explained in detail in Sec. II. Briefly, the main rea-
son for this choice is that the heterojunctions considered
here are nonisovalent. This implies that the abrupt polar
interfaces would be metallic and have a higher energy.
Interdiffusion leading to a compensation of III-IV and
IV-V bonds would prevent the formation of a metallic
interface and is expected to occur. 3 This complicates
the study of the polar interfaces, e.g. , (001) and (111),
but is also expected to make them more similar (at least
qualitatively) to the (110) interface, which is nonpotar

The anomolously deep-lying 28 and 2p levels have a
marked effect on the ionicity of these semiconductors.
Since, in the case of BP, the anomolously deep valence
levels belong to the group-III atom, the ionicity of this
compound is strongly reduced compared to other III-V
semiconductors. For AlN, on the other hand, the deep
valence levels are those of the group-V atom (N in this
case) and that appreciably enhances the ionicity. It is
thus of special interest from a theoretical point of view
to compare the behavior of BP and AlN in their inter-
faces with SiC. As we will show, the ion character in BP
is actually reversed, B playing the role of anion. Inde-
pendently, Wentzcovitch et al. came to the same con-
clusion and provided additional evidence for the inverted
ion character on the basis of the behavior of BP (and
BAs) under high pressure. In the present problem of in-

terfacial bonding, it results in a seemingly unexpected
bonding configuration, when compared to the SiC/A1N
interface.

In this paper, we report the results of first-principles
electronic structure calculations for these semiconductors
and their interfaces. We will be concerned with both the
energetics, i.e., the energies of formation of the interfaces
and the minimum energy bonding configurations, and the
electronic properties, such as the band ofl'sets and the lo-
cal densities of states near the interface. The interface
energies are used to estimate the adhesion energies. This
requires as additional information the surface energies.
The latter are estimated rather crudely from the bulk
cohesive energies and a simple bond-breaking model. In
spite of the crudeness of this approach, it allows us to
show that there is almost an order of magnitude differ-
ence between the surface and the interface energies. As a
consequence, the interface energies have only a small ef-
fect on the adhesion energies for the two heterojunctions
studied here.

The supercell approach is used for modeling the in-

terfaces. Our calculations thus also provide information
on small-period superlattices and to a limited extent on
the possibilities of forming intermediate compounds and
solid solutions. Solid solutions of SiC and A1N have been
reported and a tentative phase diagram was constructed
by Zangvil and Ruh. The optical absorption and pho-
toluminescence of SiC-AlN solid solutions have recently
been studied by Nurmagomedov et al.

A preliminary account of some aspects of this work has
previously been given in conference proceedings.
The band offset of SiC/A1N was included in a general
paper on the theory of band offsets.

Since we initiated this work, one other study of the
SiC/A1N interface bonding has appeared in the litera-
ture. Nath and Anderson used a semiempirical ap-
proach to study the bonding at various polar and non-
polar interfaces between wurtzite AlN and cubic and
wurtzite SiC. Since they did not present values for the
interface energy as we calculate it here and did not con-
sider the question of band alignment, a straigthforward
comparison to their work is di%cult. Also, they assumed
all the interfaces (the polar as well as the nonpolar) to
be abrupt. In Sec. II we will argue that this is an unre-
alistic assumption for the polar interfaces because of the
expected interdiffusion.

The paper is organized as follows. In Sec. II we dis-
cuss our choice of the (110) interface and the expected
interdiffusion for polar interfaces. Section III presents
some details on the computational method. Section IV
presents our results for the energetics of the interfaces.
Section V discusses the band structure of the individual
materials, the band offsets, and the interface local densi-
ties of states. Section VI summarizes our conclusions.

II. CHOICE OF INTERFACE
For nonisovalent heterojunctions, such as the SiC /A1N

and SiC/BP interfaces considered here, abrupt polar in-
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terfaces are expected to be metallic, because of the occur-
rence of undersaturated or oversaturated bonds. Inter-
diffusion, at least at the level of one and possibly several
atomic layers, is expected as was first pointed out by Har-
rison et al. This leads to the elimination of the electro-
static fields which would otherwise occur for abrupt polar
interfaces. The expected magnitude of the latter is strong
enough to give rise to a potential difference of the order of
the band gap within a few atomic layers. This situation
would induce important accumulation of mobile charge
carriers due to the resulting short circuiting. That these
effects have not been observed for any semiconductors
provides indirect evidence that a compensating interdif-
fusion must take place. Direct experimental evidence for
interdiffusion at the atomic level in semiconductor het-
erojunctions was recently provided by Ourmazd et al.
These authors showed that interdiffusion even exists for
isovalent cases such as Al Gai As/GaAs and depends
strongly on the growth temperature. Martin showed
that compensation of the undersaturated and oversatu-
rated bonds is energetically favorable.

Compensation is achieved automatically without the
need for interdiffusion at the nonpolar (110) interface.
Since the more complex reconstructed polar interfaces
would be characterized by the occurrence of the same

types of compensated bonds, the effective average bond-
ing is not expected to be drastically different from that
at the (110) interface. This, of course, does not exclude
the possibility that small energy differences may exist for
different interfaces.

In previous work, we have analyzed the effects of the
interface stoichiometry on the band offsets for noniso-
valent heterojunctions by means of the "interface-bond-
polarity model, " which we had developed. The main
result of.that work is that important differences between
the (110) and the (001) band offsets can exist for specific
chemical reconstruction patterns, which, for example, are
characterized by purely cation or purely anion interdif-
fusion. These can be described simply in terms of the
difference in valency, the lattice parameters, and the av-
erage dielectric constant. If, on the other hand, cation
and anion interdiffusion occur in equal amounts, the dif-
ference between the (110) and (001) ffotsevasnishes (in
this model). Although more work is required to study
which of the interface chemical reconstructions is most
stable, this average situation seems to be the most plau-
sible in view of the fairly elevated growth temperatures.
A certain degree of disorder in the actual intermixing
without preference for cation or anion diffusion was sug-
gested by Martin's analysis of the problem using an
Ising spin model.

In summary, although a detailed analysis of other in-
terfaces would be interesting, a study of the (110) inter-
face presumably represents the essential feat'ures of the
interface electronic structure and energetics when the av-
eraging effects of the expected interdiffusion on polar in-
terfaces are taken into account.

III. METHOD OF Car, CULLION

The approach followed in this work is based on
the Hohenberg-Kohn-Sham density-functional method in

the local-density approximation (LDA).~4 We use the
von Bar th —Hedin parametrization25 of the exchange-
correlation potential. Andersen's linear mufFin-tin orbital
(LMTO) method2s is used in the atomic-sphere approxi-
mation (ASA). As usual for the open sphalerite structure,
so-called empty spheres2 are introduced at the tetra-
hedral interstitial sites in order to provide an adequate
description of the charge density and potential in those
regions. Slightly overlapping space filling .and equally
sized Wigner-Seitz spheres [of radius s = (3/vr)icosa/4
with a the cubic lattice constant] are used on all sites.
The ASA with interstitial empty spheres has successfully
been used in many previous calculations on semiconduc-
tors and interfaces. Bachelet and Christensenzs have ex-
plicitly shown for GaAs that the ASA provides results
in very good agreement with first-principles pseudopo-
tential calculations which do not make spherical shape
approximations to the potential. Since the present cal-
culations are essentially restricted to bulklike geometries,
the same accuracy can be expected here for the super-
cell calculations. Christensen's calculations of the en-
ergy of formation of (GaAs)„(A1As)„superlattices show
that even for small energy differences (of the order of
0.01 eV) the ASA results are in agreement with those
from calculations without shape approximation. Finally,
we note that Andersen et al. have recently explicitly
shown that the overlapping ASA potential is very close to
the general self-consistent LDA potential without shape
approximation. The problems with the ASA seem to re-
sult rather from the use of the spherical approximation
for the charge density in the final total-energy expres-
sion than from the spherical approximation to the po-
tential. This would indicate that even in the particular
cases where problems are known to occur for the ener-
getics in the ASA [e.g. , the instability of the diamond
structure to a TO(1") phonon distortion, which involves
a very small energy difference of the order of 0.01 eU
and substantial changes in the overlap of the spheres],
the electronic structure may still be reasonably well de-
scribed. In fact, the errors in the corresponding ASA
deformation potentials are typically about 30%.si These
are not unphysical as are the total energies for the same
distortions. The above indicates that we have to exercise
considerable caution when considering distortions of the
ideal sphalerite structure. An example that we encounter
in this paper occurs in a calculation for orthorombically
strained BP on SiC (110). We find that loss of accuracy
due to the ASA in deformation potentials and energet-
ics are less severe for distortions along the (001) than
along the (ill) direction. For the (110) distortions the
situation should be intermediate between those for the
(001) and (ill) directions. Discussion of these results
will appear elsewhere.
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To study the interfaces we follow the common practice
of using a supercell approach. Since the (llO) plane is a
mirror plane of the sphalerite structure, a stoichiometric
supercell can be constructed with two equivalent inter-
faces. The energy of formation of the interface (interface
energy for short) is thus half the energy of formation of
the superlattice A„B„ in the limit of large n. In prac-
tice, the energy converges very rapidly, and as we will

show, a good approximate value is obtained for n = 3.
The energy of formation of the superlattices is obtained
simply by subtracting from the total energy of the A„B„
superlattice that of the equivalent number of atoms in
the corresponding bulk materials,

AEg(A„B„)= E(A„B„)—2[E(A2 )+ E(Bg )j. (I)

The two bulk energies are calculated using a supercell of
the same size and in exactly the same manner, in par-
ticular, with the same set of k points. This procedure
reduces systematic errors, resulting from such eKects as
diferent cutoA's in the numerical computations. In what
follows, we will usually normalize the energy of formation
of the superlattice to an interface unit-cell area. That is,
we will use half of Eq. (I) so that its limit for large n

approaches the interface energy per unit-cell area.
As we will show, cubic AlN is almost perfectly lat-

tice matched to cubic SiC. Although BP has a 4% larger
lattice constant than SiC, we have considered the inter-
faces for BP hydrostatically compressed to the lattice
constant of SiC. For BP, grown epitaxially on SiC, one
actually expects that its in-plane lattice constant would
be compressed to match that of the substrate. The BP
film would be distorted in the perpendicular direction ac-
cording to the Poisson ratio. The strain eÃects are not
expected to appreciably modify our general conclusions
about the bonding. They may, however, have an eA'ect

of the order of O. l eV on the band offset. Further work
on these strain eA'ects is required since it is expected to
depend rather strongly on the interface orientation.

IV. ENERCETICS

A. Bulk properties

Table I presents the equilibrium lattice constants, bulk
moduli, and cohesive energies, along with the available
experimental data. The calculations were performed
nonrelativistically which should be entirely adequate for
these light elements. The total energy as a function of
lattice constant over a range of about 5% in compres-
sion and expansion around the equilibrium was fitted to
the universal energy relation of Vinet et a/. in order to
extract the desired properties. The agreement with the
experimental data is satisfactory, considering the exper-
imental uncertainties for these materials and the usual
overestimate of the cohesive energies owing to the I,DA.

B. Interface energy

In Table II the energies of formation of the super-
lattices (SiC)„(A1N)„and (SiC)„(BP)„are given as a
function of the size n. They are normalized per in-
terface unit-cell area. The interface bonding configura-
tions considered are the Si—N, C—Al bonding and the
Si—B,C—P bonding. These will be shown to be the sta-
ble configuration in Sec. IV D.

For SiC/A1N we can see that the energy rapidly ap-
proaches a constant value: the interface energy of an iso-
lated interface. Only the 1+ I superlattice has a slightly
diA'erent energy. It is found to have a slightly lower en-

ergy per interface. The same result was also obtained for

TABLE I. Equilibrium lattice constant, bulk modulus, and its pressure derivative and cohesive
energy for cubic SiC, AlN, and BP.

SiC (theory)
(expt. )

a (A)

4.32
4.3596

B (GPa)

233
224

E„h' (eV/pair)

14.06
12.68

AlN (theory)
(expt. )'

4.33
4.37

215
206

3.9 12.74
11.54

BP (theory)
(expt. )

4.51
4.538

172
173

11.45
10.24

'Includes spin-polarization correction for atoms as follows: Si (0.78 eV), C (1.27 eV), Al (0.19 eV),
N (3.15 eV), B (0.28 eV), and P (1.77 eV) and zero-point motion energy (9kO~/4) as follows: SiC
(0.21 eV), A1N (0.18 eV), and BP (0.19 eV), where k is Boltzmann's constant and On the Debye
temperature.

Landolt-Bornstein Tables, Ref. 64, for lattice constants and bulk moduli and Wagman et al. , Ref.
68, for cohesive energies.
'The lattice constant corresponds to the cubic structure with the equivalent volume per atom as
the observed wurtzite structure. Bulk modulus from P. Boch, J. C. Glandus, J. Jarrige, and J. P.
Lecompte, Ceramics International 8, 34 (1982).

Bulk modulus from elastic constants measured by Wettling and Windscheif, Ref. 69.
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TABLE II. Energy of formation of superlattices normal-
ized per interface unit-cell area.

(SiC)g(A1N)g
(SiC)3(AEN)3
(SiC)5(AEN)g

DEr (eV)

0.40
0.45
0.45

(SiC)g(BP)g
(SiC)g(BP)g

0.40
0.50

diamond/c-BN. Of course, if we normalize the energy of
formation per atom, the energy of formation is found to
be monotonically decreasing since the cells contain more
and more bulk material.

Figure 1 shows that the nearest-neighbor coordination
in the 1+ 1 cell is different from the larger cells. How-

ever, from n = 2 on, the interface atoms already have the
same nearest-neighbor configuration as near an isolated
interface. For n = 2 all the layers are interfacelike in this
sense, while in the n = 3 case considered here, there is a
distinguishable interfacelike and bulklike layer. In other
words, the 1+ 1 cell is not really meaningful as a repre-
sentation of the interface structure. It represents a truly
mixed compound. The rapid convergence of the energy
of formation of the superlattice indicates the dominance
of the nearest-neighbor interactions.

C. Adhesion energy

A quantitative measure of the interfacial bond strength
is provided by the adhesion energy W. , given by

2W, (A/B) = p, (A) + 7,(B) —p;(A/B),

in terms of the surface energies y, of the pure materi-
als and the interface energy p; discussed in Sec. IV B.
The factor of 2 in this equation normalizes the adhesion
energy per surface unit-cell area of the two separated sur-
faces. Thus, for a pure solid, it equals the surface energy.

The calculation of surface energies is possible using the
same supercell technique as here used for the interfaces
by introducing a number of empty layers representing
the vacuum. However, the perturbation of the local elec-
tronic structure from the bulk is much stronger near a

free surface than for an solid-solid interface. The later-
ally averaged electrostatic potential varies rapidly from
its internal value in the solid to its value outside in the
vacuum. Over about one interplanar distance it can typ-
ically change by a few eV. This invalidates the use of the
ASA, 2e in particular, the use of a spherical charge den-
sity on the surface atom and on the first layer of empty
spheres which would represent the vacuum. In fact, the
dipole character of these charge densities is expected to
be strong in the direction perpendicular to the surface.
Furthermore, the free surfaces are expected to exhibit im-
portant atomic relaxations. A universal type of atomic
relaxation, involving an outward movement of the an-
ion and a relatively inward movement of the cation has
been proposed to exist for III-V and II-VI compounds
by Duke and Wang. The relaxation is universal in the
sense that the bond angles are approximately the same
for many systems.

We have attempted calculations for the ideal surface
cleavage energy within the ASA for SiC, A1N, and GaAs
and found that the surface energies were overestimated
by a factor of 4 or more and are thus meaningless. In spite
of this the calculations captured the essential features of
the surface local densities related to the dangling bonds
expected on such surfaces and did not give unreasonable
values for the work function. " Calculations of the surface
energies that take into account the essential nonspherical
contributions to the energy are in progress.

For lack of a reliable calculation of the surface energies
at this stage, we here resort to a very simple estimate in
terms of a bond-breaking model. As a unit-cell area of
the (110) surface is essentially formed by breaking a sin-

gle nearest-neighbor bond, the surface energy should be
the energy of a single bond. Within the same approxima-
tion, the latter corresponds to one-quarter of the cohesive
energy per atom since each atom has four bonds. From
the cohesive energies in Table I, the bond energies are
3.5 eV, 3.2 eV, and 2.9 eV for SiC, A1N, and BP, respec-
tively. The adhesion energies are then found to be: 3.1
eV for SiC/A1N and 3.0 eV for SiC/BP. Et is seen that the
interfacial energy makes only a small contribution (less
than 10%) to the total adhesion energy.

As an indication of the accuracy of the bond-breaking
model, we consider the case of GaAs, where a reliable
calculation of th'e (110) surface energy is available. The

iIEE», ~

CO
CO

[110]

FIG. 1. Bonding configurations in a 1+ 1 and 3+ 3 supercell of the sphalerite structure.
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surface energy of the relaxed GaAs (110) surface was
calculated by gian ef al. s4 to be 1.22 eV/surface-unit-
cell-area including a 0.35 eV contribution from atomic
relaxation. The ideal surface energy is thus 1.57 eV.
The experimental cohesive energy of GaAs is 6.34 eV
per atom. Thus the bond-breaking estimate would give
1.7 eV, which is only a 10'%%uo overestimate. The surface
relaxation contribution is found to be about 20%. Mak-
ing the plausible assumption that similar corrections will

apply to the present materials, we may thus expect that
the surface and adhesion energies given above are —30%%uo

overestimates. With the inclusion of this correction, we
would find 2.5 eV, 2.2 eV, 2.0 eV as our final estimates for
the surface energies of SiC, A1N, BP, respectively. This,
in turn leads to 2.1 eV and 2.0 eV for the SiC/A1N and
SiC/BP adhesive energies. Our justification for this ad
hoc rescaling of the energies is twofold: first the universal
nature of the surface relaxation and second the exis-
tence of 'a universal bond energy-distance relationship in
the bonding of various materials in various geometries
which indicates that surface energies should indeed scale
as cohesive energies. Nevertheless, the above remains,
of course, a rather crude estimate instead of an actual
calculation. The uncertainty is at least several tenths
of an eV. We note that these surface or adhesion ener-
gies are of the order of 0.15 eV/A2 or 2.4 J/m2. This is
large compared to typical adhesion energies in metals or
metal/ceramic interfaces and refiects the strong bonding
in these materials.

D. Bonding configuration

Table III compares the energies of formation obtained
in Sec. IV B to the ones obtained with the other possi-
ble interface bonding configurations. Clearly, the energy
diA'erences are suKciently large to suggest that the al-
ternative bonding configurations would never occur. In-
serting these interface energies in Eq. (2) yields a nega-
tive adhesion energy for SiC/A1N and a small but posi-
tive value for SiC/BP. We note, however, that relaxation
of the bond lengths lowers the interface energy to a de-
gree dependent on the magnitude of the relaxation. This
could be significant in the case of the Si—Al bonds which
are here in a very compressed state. Previous calcula-
tions on SiC inversion domain boundaries where Si—Si
b onds occur —a situation quite similar to the pr esent
Si—Al, C—N configuration —have shown that relaxation

TABLE III. Interface energy per interface unit-cell area
as a function of bonding configuration.

of those bonds lowers their energy by as much as 50%.
But even with such a decrease in the present problem, the
energy would still be of the order of a few eV rather than
a few tenths of eV. The present calculations for the un-
relaxed geometries thus indicate quite convincingly that
these bonding configurations are energetically unfavor-
able.

Furthermore, for the case of SiC/A1N, the above result
is readily understandable. For electrostatic reasons, it is
obvious that the cations prefer to bond to the anions.
Since, in SiC, the lower valence levels are associated with
the carbon atom, it plays the role of anion. In AlN, the
group-V element N is clearly the anion. The fact noted
earlier that this second row element has particularly deep
valence levels only enhances its anionic character. The
result for SiC/BP is, at first sight, surprising because P
is the group-V element which generally exhibits anionic
character. Nevertheless, it can be explained in the same
way by assuming that B plays the role of anion and P
that of cation.

In fact, a look at the net charge per sphere, including
the empty spheres in Table IV shows that the P sphere
is positive and the B sphere is negative. The reason for
this anomolous ion character for a III-V compound can
again be traced back to the deep-lying valence levels of
the B. As a result of these deep valence states B attracts
a large amount of electronic charge.

A word of caution with respect to this conclusion of an
inverted ion character is in order. The charge ascribed to
an atom in the solid is somewhat arbitrary as it, depends
crucially on the sphere size chosen for each atom. Clearly,
if one would choose a small sphere for B in accordance
to its conventional atomic radius, one would find fewer
electrons associated to B. One would thus possibly as-
cribe cationic character to B and anionic character to P.
From the point of view of the ASA-LMTO calculations,
equal sphere sizes are preferable because they minimize
the errors due to the overlapping of the spheres. Within
a reasonable range, of course, the total-energy and band-
structure results are independent of the sphere size, when
the so-called combined correction term is included.

Another way of associating charge to a specific atom is
to assign the charge to certain atomic orbitals. For semi-
conductors, a commonly used and physically transparent
basis set consists of the sp3-hybrid orbitals. 3 Convert-
ing the present ASA results to an effective sps model, 2s

we find that the 8 Sp level lies above the correspond-
ing P level. This might seem to indicate that the P at-
tracts more electronic charge and thus would be the an-
ion. However, the net charge per site Q also involves the
valency Z and within the bond-orbital model is given
by

Interface

SiC/AIN

SiC/BP

Bonding

Si—N, C—Al
Si—Al, C—N

Si—B,C—P
Si—P,C—B

p; (eV)

0.45
8.10
0.50
3.57

In Eq. (3) n& is the bond polarity, which characterizes
the ionicity. The plus sign is taken for the atom with
the higher valence level. The LMTO polarities obtained
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TABLE IV. Bulk charges (in units of ~e() per atomic or interstitial sphere.

Si
C

cL

E2

SiC

2.022
—0.347
—0.871
—0.804

Al
N

E1
E2

1.864
—0.458
—0.792
—0.654

B
p
K
E2

—0.087
1.869

—0.940
—0.842

Ej has C, N, or P atoms as nearest neighbors, and E2 has Si, Al, or B atoms as nearest neighbors.

for SiC, AlN, and BP are, respectively: 0.4725, 0.8077,
and 0.0181. This clearly shows the large ionicity of AIN
and the very low ionicity of BP. As a result of this low
ionicity of BP the net charge on the B site deduced from
Eq. (3) is negative, in agreement with our direct band-
structure result. The corresponding Harrison polarities
deduced from atomic term values are 0.26, 0.58, and 0.20,
respectively. Although the effect is less pronounced in
this case, his model still predicts a negative charge for B
in BP.3

For the present purpose of studying the energetics of
the interface and trying to understand it in terms of elec-
trostatic effects, the equal sphere size distribution of the
charge seems to be the least biased. Of course, the charge
distribution throughout space is the only real, and, in
principle, observable quantity, which through density-
functional theory determines the total energy. The ASA
approach of lumping the charge into spheres and spher-
ically averaging it over each sphere so that the inter-
sphere interaction reduces to point charges is convenient
but certainly not unique. The relative role of intersphere
and intrasphere contributions will, of course, change as
one changes the sphere radii. Here, we interpret the high
energy of the Si—P,C—B configuration as being a re-
sult of the unfavorable intersphere interaction between
spheres with charges of the same sign. However, with
another choice of spheres, the same electrostatic. repul-
sion could appear in the intrasphere terms. Whichever
way one wants to look at this problem, the physics clearly
is that the deep levels of B draw a large amount of elec-
tronic charge near to it and this negative charge distri-
bution prefers to sit closer to the more positive Si sites
than to the more negative C sites on the SiC side.

We note that there are some independent indications
of the inverted ion character of BP. Wentzcovitch et
at. showed that the high-pressure behavior of BP is
anomolous and corresponds to an inverted ion character
from what is observed for other III-V compounds. Fur-
therrnore, B impurities in SiC are known to be substitu-
tional on the C site, i.e. , preferring a Si—B bonding.
The latter may possibly also be related to the size effect,
8 being more similar in size to C than to Si.

Finally, we note that for the nonpolar interfaces be-
tween wurtzite SiC and AlN, Nath and Anderson also
came to the conclusion that Si prefers to bond to N
and C to Al. Nevertheless, there are important dif-
ferences between their treatment of this problem and
ours. We find the high energy of formation for the oppo-

site configuration to be due primarily to the unfavorable
electrostatic interactions. Their treatment does not in-
clude long-range electrostatic terms and thus misses this
effect. Instead, they introduce an additional charge-
transfer-stabilization term in the calculation for the
Si—N, C—Al configuration which favors that atomic ar-
rangement, but they did not include it for the other
configuration. Moreover, within a linear-combination-
of-atomic-orbitals (LCAO) approach, the ionic contribu-
tion to the bonding is already contained through the dif-

ferences in the atomic term values. Adding an extra
charge-transfer-stabilization term proportional to the dif-

ference in atomic term values, as they do, is thus includ-

ing the same effect twice, although in different ways. This
is an incorrect procedure. Leaving out this additional
term from their calculations, one would still obtain the
Si—N, C—Al bonding to be preferred although less

strongly so. As pointed out above, their treatment misses
the destabilizing electrostatic effect for the Si—Al, C—N

configuration.

E. Solid solutions

The positive energies of formation of the superlat-
tices indicate their instability towards disproportiona-
tion into the individual semiconductors. For the present
discussion, it is convenient to normalize the energy
of formation per atom. For the 1 + 1 superlattice,
which efFectively is a 50Fo composition mixed compound,
we thus obtain 0.20 eV/atom for SiCA1N and SiCBP.
This is fairly large compared to that of semiconduc-
tor superlattices such as (A1As)i(GaAs)i for which this
energy is of the order of 10 meV. 9 The disor-
dered solid solution of 50%%uo composition would have a
somewhat lower energy than the ordered solid of the
same composition because of the occurrence of local
environments with higher or lower concentrat, ions of a
given component than the average. These local envi-
ronments are closer to the dilute limit and thus are
expected to cost less energy to form. At a finite
temperature, the free energy is further reduced by the
entropy terms and for a suKciently elevated temperature
the mixed state becomes thermodynamically stable rela-
tive to the phase-separated state. It is the purpose of this
section to estimate the maximum miscibility-gap temper-
a]ere at which this happens. A first-principles calculation
of the foll temperature-composition phase diagram of a
four-component system such as SiCAlN is outside the
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scope of this paper. Analogous calculations have only
recently become the abject of intensive study for sim-
pler pseudobinary systems involving the more traditional
semiconductors. Here, we will only sketch briefly how
such a calculation would proceed and make a crude esti-
mate.

We assume that the energy of formation of the dis-
ordered solid solution can be written as the sum of
the energies for a relatively small number of represen-
tative local configurations or clusters. For semiconduc-
tors, the usual choice for the latter are the various tetra-
hedral nearest-neighbor caordinations of each cation ar
anion. The situation is somewhat more complicated
here than for the pseudobinary systems with a common
anion that have been studied so far. 4~ 43 However, we

will assume that there is no antisite disorder: i.e., the
cations stay on ane sublattice and the anions on the
other. In fact, this assumption is also made in most
treatments of the pseudobinaries. We thus consider a
combination of two binary alloy problems. Our justifica-
tion for this is the large energy cost in forming cation-
cation ar anion-anion bonds as evidenced in our study
of the corresponding interface bonding configurations.
Furthermore, we will assume that the clusters are not
completely independent but must occur in combinations
which preserve local s/oichiometry. If, for example, a
Si is surrounded by three C and ane N, then we as-
sume that each N must also be surraunded by one Al
and three Si. For the same reason, we exclude local
environments such as a Si surrounded by four N. As in
the Connolly-Williams approach, 44 we determine the en-
ergies of these clusters (or here cluster combinations) by
performing total-energy calculations for ordered struc-
tures, in which precisely these clusters (or cluster combi-
nations) occur exclusively. The 1+ 1 superlattice con-
sidered above represents the bonding configuration in
which each Si is surrounded by two C and two N, each
C by two Al and two Si, etc. Similarly, it is straight-
forward to construct ordered structures corresponding to
the compositions (SiC)i (AIN)s, in which each Si is sur-
rounded by one C and three N, etc. and correspondingly
for (SiC)s(AIN)i. For simplicity, however, we will here
assume that the energies of the latter can be obtained by
interpolation between the value for the (SiC)i(AIN) i and
the pure semiconductors (with zero energy of formation
by definition). Assuming a parabolic dependence on the
concentration z = n/4, we obtain

(5)

We note that in reality the probabilty distribution of
clusters is not random but weighted by their respec-
tive energy and should be determined by minimizing the
free energy including the entropy terms, as is done in
the cluster variation method4 or the quasichemical
approximation. 4 For the present crude estimate, how-
ever, this approximation should suKce. Consistent with
the above neglect of partial ordering, we take the entropy
to be that of random mixing which is given by its classical
expression (normalized per atom)

AF(z, T) = AEg(z) —Td S (z).

Because of the assumed form for F(z) the rele-
vant extremum occurs at the concentration z = 0.5.
The miscibility-gap temperature T, is the temperature
at which this extremum becomes a minimum: i.e.,
dzF/dzz ) 0.~7 A little algebra shows that within our
specific model this occurs for

T, = 3AEz/2k. (8)

Since AE2 is the central energy in the model, T, must,
of course, be proportional to AEz/k The accu. racy of the
result is tied to the numerical factor which here is 2. A
more simplified model than the present ane results if one
would take AE~(z) to be the mean field expression which
is given in Eq. (4). A simple calculation shows that this
leads to a factor of 2 in place of the 2. The reason that
the present model leads to a lower value is it effectively
involves a larger range of configurations. That in turn
leads to a lower average energy. But the present model
itself deals with a seriously restricted range of configu-
rations and that implies that the correct factor is lower
than 1.5. In fact, aur use of the tetrahedral clusters,
which is equivalent, to using only nearest-neighbor inter-
actions in a generalized spin model of the problem, has
been found to lead to an overestimate of T, by as much
as 50'%%uo in studies of the pseudobinaries. ~s From this, it
appears that a better —though admittedly still rough—estimate for T, than Eq. (8) would be

AS (z) = —k [z In z + (1 —z) ln (1 —z) j,

where k is the Boltzmann canstant. The free energy at
a given temperature T and composition z is thus

4 4
for n=0, . . . , 4, (4)

where AEz corresponds to the 1+ 1 superlattice of 50%%uo

composition calculated above to be 0.20 eV/atom. For
the cluster combinations corresponding to 25% and 75%%uo

compasitian, we thus obtain LE~ ——AE3 —~AEQ
0.15 eV.

For the disordered solid solution of composition z, we
assume that the various cluster combinations occur with
a random probability. This leads to an average energy of
formation

T, AEz jk,

which corresponds to '2500 K for the SiC-AIN system.
The uncertainty in this estimate could be of the order
of +500 K.

Next, we consider two corrections to the above esti-
mate. The first is the vibrational contributions ta the
free energy. The vibrational free energy at temperature
T per atom can be estimated in a Debye model as
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ez) /T
ln 2 sinh —z dz)

2
(10)

where HD is the Debye temperature of 1000 K. For
T about 2—3 times the Debye temperature the integral
approximately equals —0.04 to —0.02, respectively. The
vibrational free energy per atom is then of the same or-
der of magnitude as the energy of formation (i.e. , a few
0.1 eV). However, for the contribution to the relevant
free-energy difference, it is the difference of this quantity
between the mixed and phase separated cases that en-
ters. While it is difricult to estimate, it will clearly be a
good deal lower than the value given by Eq. (10), possi-
bly even by an order of magnitude. Since these effects in-

crease the entropy we expect them to lower the transition
temperature. Usually, these effects are completely ne-
glected. Nevertheless, the present estimate shows that it
is not impossible that they would lower the mixing en-
thalpy by 0.01 eV and the miscibility gap temperature
by 100 K.

Secondly, we note that the the lower energy structures
for A1N and thus presumably also for the SiC-A1N solid
solutions are wurtzitelike. In fact, the experimental solid
solutions which have so far been made have a wurtzitelike
structure. For SiC, as is well known, the energy differ-
ence between cubic and hexagonal phases is very small
(of the order of 0.004 eV/atom), which is the basic rea-
son for the existence of the many polytypes in SiC. Since
A1N normally only occurs in the wurtzite structure, the
energy difference between the hexagonal and the cubic
structures is larger than for SiC. We have calculated this
energy difference to be 0.13 eV/atom. Details of this cal-
culation will be reported elsewhere. The result appears
to be quite reasonable in comparison with other known
cases, such as Si (0.01 eV), ~ C (0.03 eV), 5~ and BeO
(0.10 eV). 2 The contribution to the energy of formation
will be smaller by about an order of magnitude, so a
few 0.01 eV at most seems a reasonable estimate. This,
again would have the effect of lowering the miscibility
gap temperature by 100 K, a small effect compared to
the uncertainties.

The experimental miscibility gap constructed by
Zangvil and Ruh~5 is rather flat as a function of tempera-
ture over most of the concentration range and places the
maximum miscibility gap temperature at 2300 I4. In
view of the crudeness of the present estimate, the agree-
ment is satisfactory, although it is not much better than
an order-of-magnitude estimate. At least it shows that
the high energies of formation that we obtained can be
reconciled with the known phase diagram. Clearly, much
more work will be required for sorting out the effects we
have mentioned. This is outside the scope of the present
study which is mainly concerned with the interfaces and
only discusses the solid solutions as an interesting side
topic.

Finally we remark that the low ionicity of BP might
lead to some degree of antisite disorder and thus tend
to complicate the situation. Our calculation of the

Si—P, C—B interface bonding configuration shows, how-
ever, that even in this case the penalty for "wrong" bond-
ing is fairly large. Nevertheless, it is somewhat lower than
for SiC/A1N and relaxation of the bond lengths might
lower the energy further. Similar effects could also take
place for SiCA1N although the mismatch is smaller in
that case. Presumably, this would lower the maximum
miscibility gap temperature of SiCBP in comparison with
SiCA1N.

&. ELECTRONIC STRUCTURE. E

A. Bulk band structures

The bulk band structures of cubic SiC, A1N, and BP
at their experimental equilibrium lattice constant are
shown in Fig. 2. The reference level in these figures is the
ASA-reference level, i.e. , the average electrostatic poten-
tial associated to the atomic sphere point charges. The
values with respect to the valence-band maximum are
given in Table V for some critical points in the Brillouin
zone. For BP, we give the values at the lattice constant
of SiC and at the 4% larger lattice constant of BP. All
three semiconductors have indirect band gaps. However,
whereas for SiC and A1N (and other low atomic num-
ber III-V semiconductors), the conduction-band mini-
mum occurs at the X point, for BP it occurs slightly
away from the X point along the 4 line. This is similar
to diamond or Si. It is, in fact, another signature of the
very low ionicity of BP. Also note that the I'&z level in
BP lies below the I'& level in contrast to SiC and A1N.
We also note that the X3 —Xy splittings are a measure
of the ionicity. In particular for the conduction band,
note that this splitting is very small for BP and almost a
rydberg for AlN. This confirms our earlier notions about
the ionicity in these compounds.

As is well known, the band gaps and more gener-
ally optical interband transition energies are underes-
timated in the local-density-functional theory. In the
first place, there is no exact justification for identify-
ing the Kohn-Sham eigenvalues with quasiparticle exci-
tations except for the highest occupied eigenvalue. 3

As far as the minimum band gap is concerned, the dis-
crepancy could either be due to the local-density approx-
imation itself, or, due to the existence of a discontinuity
in the exchange-correlation potential, or to a com-
bination of both. The magnitude of the discontinuity is
still a matter of discussion. 9 In spite of this contro-
versy, it is well accepted that Hedin's GW approachs
can provide accurate quasiparticle energies. Un-
fortunately, this approach requires very complex com-
putations. In particular so far it has been applied
only to materials which can be described by fairly weak
pseudopotentials. On the other hand, Bechstedt and Del
Sole have made a simplified tight-binding analysis of
the GR' approach and obtained a simple analytic ex-
pression for the correction to the I DA band gap
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FIG. 2. Bulk band structures of sphalerite SiC, AlN, and BP.
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TABLE V. Eigenvalues (in eV) for sphalerite SiC, A1N, and BP, relative to the valence-band
III 8,XIIIIOIIl I I5.

SiC
—15.45

6.31
7.76

—15.94
5.84

15.23

BP (a=4.360 A)
—16.69

8.83
3.83

BP (a=4.538 A)
—15.55

6.95
3.55

Xq'

X3
X5

X3

—10.33
—7.88
—3.24

1.39
4.66

—12.41
—5.57
—1.99

3.47
10.76

—11.11
—9.32
—4.65

1.17
1.61

—10.73
—8.56
—4.18

1.51
1.76

L V
1

I V
1I V
3

L c

I3

—11.81
—8.71
—1.01

5.58
8.09

—13.27
—6.76
—0.47

9.15
11.44

-12.82
—10.16
—1.84

4.64
5.36

—12.24
—9.14
—1.72

3.81
5.20

+min 1.35

2 (1 —nI )r A
qTF/ 1+ 7.62qz~

&oo 2

+ r(1y

n~)rii~

TABLE VI. Band gaps (in eV) of sphalerite SiC, A1N,
and Bp.

SiC
AlN
BP

LDA

1.39
3.47
1.11

LDA+Eq. (11)
2.50
5.11
2.56

EXPt.
".416

Landolt-Bornstein Tables, Ref. 64.

In Eq. (11), qTF is the Thomas-Fermi wave number,
n~ is the polarizability (as defined by Harrison ), r~(~)
are the cation and anion ionic radii, and e is the high-
frequency (electronic) dielectric constant. Within the
present group of semiconductors, the correction is essen-
tially inversely proportional to the dielectric constant.
Although this simple approximation is known to have
certain deficiencies —for example it corresponds to a
"scissors"-type correction since it is independent of the
k point, which is known to be incorrect for Si (Refs. 61
and 58) —it allows for a crude estimate of the correc-
tion. The accuracy of the approximation can be esti-
mated from the results for other semiconductors to be
0.2 eV.

Table VI lists our LDA minimum band gaps, the same
band gaps corrected according to Eq. (11),and the corre-
sponding experimental values. The correction is seen to
provide fair agreement with the experimental band gaps
for SiC and BP. For cubic AlN, no experimental value is
known. For wurtzite AlN, the LDA calculation gives a

band gap of 5.0 eV. By adding the GW correction we

obtain 6.6 eV which is in reasonable agreement with the
experimental value of 6.2 eV. Our calculation predicts
that the band gap of cubic AlN is lower than that of the
hexagonal structure by about 1.5 eV. For SiC the same
ordering is known to occur experimentally with a band
gap diff'erence of the same order of magnitude. (The ex-
perimental band gap for SiC in the wurtzite structure—also called 2H—is 3.3 eV. ") As one does not expect
the correction to the LDA to be very structure sensitive,
the diA'erence between the band gaps for both structures
should, in principle, be well described by the LDA calcu-
lation.

B. Band ofFsets

The valence-band offsets are calculated by means of
the self-consistent-dipole theory. In this theory, the in-
terface dipole is calculated as the diff'erence between the
average electrostatic potentials produced by the point
charges corresponding to the ASA spheres on the far
left and right of the interface. The average is over a
(110) layer, which in the bulk corresponds to a unit
cell. The position of the bands with respect to this lo-

cal reference level are determined from separate calcula-
tions for each bulk solid and together with the interface
dipole lead immeditately to the valence-band onset. YVe

stress that the interface dipole has no absolute physical
significance since it depends on the initial alignment of
the two bulk band structures which corresponds to align-

ing the ASA reference levels. In our previous work, we

have shown that the dipole is very insensitive to the de-
tails of the dipole profile, i.e. , to the details of the charge
distribution near the interface. The dipole it, self can be
made self-consistent without requiring self-consistency in
the other degrees of freedom of the potential. Of course,
one can also perform a fully self-consistent calculation, as
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TABLE VII. Band ofFsets and band gap discontinuities
(in ev).

A/B

A1N/SiC
SiC/BP

1.5
1.2

—1.2 —2.7
—0.1

we have here done to obtain the total-energy results. We
find the valence-band offsets to be converged with respect
to the cell size for 5+ 5 supercells. In order to determine
the conduction-band offsets, we include the experimen-
tal band gap where available. For cubic AlN we used our
estimated band gap of 5.1 eV.

Table VII lists the calculated band offsets. No ex-
perimental determination of these quantities is avail-
able so far. The uncertainty of the valence-band offsets
is estimated to be 0.1 eV and slightly larger for the
conduction-band offsets because of the additional uncer-
tainties in the band gaps of AlN and BP.

We note that the A1N/SiC band alignment is of type
I, i.e. , the larger gap completely enclosing the smaller
gap. For SiC/BP the band gaps are almost equal and the
band offset is of type II, i.e. , both the valence and con-
duction band of BP lie above the corresponding bands of
SiC. This has important consequences for the carrier be-
havior in heterostructures. It means basically that elec-
trons and holes will accumulate in the SiC regions of a
SiC/A1N heterostructure. In a SiC/BP heterostructure,
on the other hand, electrons would accumulate in SiC
and holes in BP. Since the band offsets are all predicted
to be large, these structures are promising for high-speed
devices since high speed carrier injection could, in prin-
ciple, be achieved across these heterojunctions.

For the purpose of light-emitting devices and solid-
state lasers, it is obviously more favorable to have
holes and electrons in the same region of the struc-
ture rather than in separated regions. A1N/SiC would
seem to be an interesting combination for this pur-
pose. If similar type-I behavior is obtained for hexag-
onal modifications of SiC, the band gap could be in-
creased to 3.3 eV in the small band-gap region of the
heterostructure which determines its light-emitting fre-
quency. The size-quantization effects in small-period su-
perlattices would further increase the optical-transition
frequency. Alloying of SiC and AlN may offer a method
for additional tunability and further increase in the band
gap. One disadvantage is that all these materials have
indirect band gaps. Phonon processes are thus expected
to accompany the optical transitions. We not, e that a
(SiC)1(A1N)1 has a direct band gap but it is only pseu-
dodirect since it involves a folding of the X point onto the
I' point. Thus one expects relatively weak coupling be-
tween these states and, in turn, weak optical-transition-
matrix elements for the minimum band-gap transition.
Only in as far as some A1N contribution becomes mixed
into the wave function of this state will it, differ from the

SiC Xl state.
The calculation presented above for SiC/BP corre-

sponds to BP hydrostatically compressed to the SiC lat-
tice constant. For BP layers grown epitaxially on SiC
one expects the parallel lattice constant to match that of
SiC while the perpendicular lattice constant in the (110)
direction

would be determined by the appropriate Poisson ratio

Dllo —(cll + 3c12 2c44)/(c» + c12 + 2c«),

where a is the cubic equilibrium lattice constant of BP
and c~~, c~2, and c~~ are its elastic constants. A direct cal-
culation of bulk BP strained in this way along the (110)
direction shows that the valence-band maximum splits
into three sublevels 0.13 eV, 0.09 eV, and —0.22 eV rela-
tive to the average valence-band maximum. There is also
an appreciable shift of the average valence-band maxi-
mum on an absolute scale (i.e. , with respect to the ASA
reference level). But, the value of the absolute shift is, in
fact, meaningless. A meaningful quantity is the level po-
sition of a strained layer relative to a level in unstrained
material in contact with the layer. This amounts to a
band-offset problem. This problem of defining absolute
deformation potentials has previously been discussed by
Cardona and Christensen and by Van de Walle and
Martin. Here, we do not make use of the deformation
potentials, but instead directly calculate the band offset
for the strained BP in contact with SiC.

A preliminary calculation for (SiC)s(BP)5 with BP
strained according to Eqs. (12) and (13) yielded a
valence-band offset equal to the unstrained case to within
0.1 eV, including the splitting. The interplanar distance
at the interface was taken to be the average of the in-
terplanar spacings of SiC and BP. The sphere radii in
SiC and BP were kept equal to their corresponding bulk
and strained layer values and are volume filling. A check
of this result with full-potential (i.e. , beyond ASA) cal-
culations would be desirable. Previous calculations of
uniaxial deformation potentials indicate that corrections
to the ASA may be necessary. Also, relaxation of the
atomic positions over and above the change in interpla-
nar distances may be necessary in these strained cases.
In our calculation, we noticed an important compensa-
tion between the change in initial band offset (i.e. , the
difference between the bulk valence-band maxima mea-
sured with respect to their ASA reference levels) and the
corresponding interface dipole, as we anticipated on the
basis of our previous work. In any case, we expect that
differences in the band offsets of the order of 0.1 eV could
occur due to the different strain conditions for different
interface orientations. This estimate is based on simi-

lar results for other heterojunctions with a comparable
amount of strain, such as Si/Ge. s
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VI. CONCLUSIONS
In this paper, we have presented results for the bulk

electronic structure and total-energy properties of cubic
SiC, A1N, and BP and the (110) interfaces SiC/A1N and
SiC/BP. In the Introduction, we have presented argu-
ments why the (110) interface is supposed to be at least
qualitatively representative of other interfaces as well.

We found that the interface energies of formation were
similar for both systems. In the favorable bonding con-
figuration, they are 0.45 and 0.50 eV/interface-unit-cell-
area for SiC/A1N and SiC/BP, respectively. These are
relatively small compared to our estimates of the surface
energies (of the order of 2—3 eV). Consequently, the ad-
hesion energies at these heterojunctions are only slightly
weaker than the average surface energy of the correspond-
ing individual semiconductors. These formation energies,
however, are fairly large compared to a thermal energy
at room temperature, and to corresponding results for
other semiconductors such as AlAs/GaAs. They suggest

a fairly strong tendency towards disproportionation. Of
course, this does not necessarily mean that disproportion-
ation will occur rapidly or that heterostructures, super-
lattices or solid solutions of these semiconductors could
not be formed. Barriers against diffusion could play a de-
cisive role in these systems. We have presented a crude
estimate of the maximum miscibility gap temperature of
SiC-A1N solid solutions and found a value of 2500+500
K in qualitative agreement with experiment.

The favorable bonding configurations were found to be
Si—N, C—Al bonding and Si—B,C—P bonding, with the
alternatives several eV higher in energy for the idealized
geometry. As noted earlier, atomic relaxations would un-
doubtedly reduce the energy difference between the two

configurations. Nevertheless, estimates of these effects
that we made by utilizing comparisons to similar prob-
lems lead us to conclude that the alternative configura-
tions would have energies of about an order-of-magnitude
larger than the favorable ones even after relaxation of
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local bond lengths are taken into account. The occur-
rence of the unfavorable bonding configurations can thus
safely be ruled out. The main factor militating against
the unfavorable bonding configurations is the larger elec-
trostatic energy occurring when cations and anions have
like ions as nearest neighbors. In other words, cations
bond to anions across the interface. Whereas for SiC and
Alw the ion characters are fairly obvious, it was found
that BP has a seemingly anomalous ion character with
B playing the role of anion. The origin of this anomaly
is explained in terms of the deep-lying levels of B. The
deep-lying levels of the other elements from the second
row of the Periodic Table (C and N) lead to the rather
high ionicities of SiC and AlN. In view of the unavoidable
ambiguities related to the charge assignment to difFerent
atoms or ions in a solid, the ion character in BP was
discussed in detail.

The bulk band gaps including an estimate of the GW
correction to the LDA result were shown to be in fair
agreement with experimental data for SiC and BP. For
cubic AlN, where no data are available, we predict a band
gap of 5.1 eV. The band alignment was found to be of
type I in the case of SiC/A1N, SiC having the higher
valence-band maxirnurn. For SiC/BP, the band align-
ment is found to be of type II with both materials hav-
ing almost equal band gaps and BP having the higher
valence-band maximum. The magnitudes and signs of
the valence-band ofFsets and the magnitudes of the band
gaps in these systems ofFer interesting opportunities for

electronic and electro-optical devices. In the case of BP
which has a 4% larger lattice constant than SiC, our cal-
culation showed that strain efFects are smaller than 0.1
eV for the (110) interface. Energy differences of this or-
der of magnitude are anticipated for different interface
orientations or due to relaxation efFects which were ne-

glected here. Because of the lattice mismatch and asso-
ciated strain, the results for the SiC/BP are still slightly
preliminary in view of the problems of the ASA in dealing
with distorted structures. We do not, however, expect,
qualitative changes.

The local densities of states near the interface were

presented and show characteristic interface localized fea-
tures for the distinct bonding configurations, which may
be helpful in confirming the interface bonding configu-
rations when photoemission studies of these interfaces
become available in the future.
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