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Currently, microscopic models based on spin-fluctuation-mediated pairing are at odds with phe-
nomenological theories as regards the symmetry of the order parameter for the heavy-electron su-
perconductor UPt;. The author shows that this discrepancy can be resolved for high-frequency spin
fluctuations by including a weak ferromagnetic coupling between next-nearest-neighbor U atoms.

I. INTRODUCTION

Over the past two years, great progress has been made
in understanding the nature of the superconducting
ground state of UPt; by an interplay between various ex-
periments and phenomenological Ginzburg-Landau
theories. These theories propose an E, order parameter
for UPt; (Refs. 1-10) to explain the results of longitudi-
nal ultrasound,!’>>12 specific heat,'>!* torsional oscilla-
tor,!> upper critical field,'®!"'* lower critical field,!”*
and neutron scattering'® data which indicate multiple su-
perconducting phases. The multiple phases are conjec-
tured to be due to the lifting of the degeneracy of the
two-dimensional group representation caused by the pres-
ence of weak magnetic ordering in UPt; (Ref. 18) which
reduces the crystal symmetry from hexagonal to ortho-
rhombic. Moreover, a number of measurements includ-
ing specific heat,'®!3  transverse ultrasound,?® and
penetration depth?' indicate that the gap function has
nodes, which is consistent with order parameters of E,
symmetry. Complementing this were microscopic spin
fluctuation calculations which indicated an E,, order pa-
rameter as the stable superconducting state;* so it would
appear that the nature of the superconducting state was
well understood from both a microscopic and phenome-
nological viewpoint.

Not all data, though, are consistent with an even-parity
order parameter. Measurements of the Knight shift indi-
cate no change below T,, which is in support of an odd-
parity state.?> Recently, Choi and Sauls have shown
that the large anisotropy of H, for different field direc-
tions can be explained if the order parameter is an odd-
parity state with d vector orientated along the ¢ axis.?*
On the theoretical side, the microscopic calculations of
Ref. 22 are in error for the same reason that earlier calcu-
lations of the author?® are. The assumption of these cal-
culations was that the pair potential has the same
momentum dependence as the susceptibility.?®2>?2 This
is all right for a simple Bravais lattice, but UPt; is an hcp
lattice with two U atoms per cell with the inversion site
in between the atoms. Thus, the susceptibility does not
have the periodicity of the reciprocal lattice, and when
used in a gap equation, it leads to solutions which are not
properly periodic in reciprocal-lattice space. Correcting
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for this leads to solutions which do not have E,; symme-
try. 2728

In this paper a brief review of the microscopic calcula-
tions is given. The author further shows that for high-
frequency spin fluctuations with antiferromagnetic cou-
pling between the planes, the addition of a weak fer-
romagnetic coupling within the planes is sufficient to sta-
bilize an order parameter of E,, symmetry.

II. MICROSCOPIC THEORY

The general assumption of the microscopic theory
based on spin fluctuation pairing is that the pair potential
is related to the dynamic magnetic susceptibility, and
thus its momentum dependence reflects the momentum
dependence of the susceptibility.?>2 3% Most of the cal-
culations were based on the results of earlier neutron
scattering data which indicate antiferromagnetic correla-
tions between near neighbors separated in planes stacked
along the c axis with a characteristic energy of 5 meV.3!
The susceptibility can be fit by an on-site repulsion term,
U, which is momentum independent, and an intersite ex-
change term, J, whose momentum dependence is given by
the Fourier transform Re[¢(q)]=3Se'9® where R is a
near neighbor vector, with ¢(q) or its conjugate obtained
if one restricts to just one site in the unit cell. This func-
tion has a periodicity of two reciprocal lattice vectors
along ¢ and three reciprocal lattice vectors in the basal
plane. Thus, when used in the gap equation, this suscep-
tibility leads to gap functions which are not lattice
periodic. The norm of the full complex function ¢(q) is
properly lattice periodic, as first pointed out by Konno
and Ueda.’® This in turn leads to a resolution of the
periodicity problem. If one treats the pair interaction as
a 2 X2 matrix in site space, one gets a bare interaction of
the following form:2%32 1,,(q)=1,(q)=U,
1,,(q)=1I,,(q)*=J¢(q). Diagonalizing this, one obtains
two bare interactions, I, =U=%J|¢(q)|, each of which is
properly periodic in reciprocal space (i.e., there are two
pair eigenvalues for the same reason there are two energy
bands per orbital, because of the two sites per primitive
cell). The full pair potential is then obtained by summing
an RPA series involving the bare interaction. Finally,
one assumes that since the spins are confined to the basal
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plane, the pair interaction is multiplied by S,S, +S,S,
where S is a spin vector, with a constant assumed multi-
plying the S,S, term since no antiferromagnetic correla-
tions are observed for fields directed along the ¢ axis. Us-
ing such a pair potential, one obtains an odd-parity solu-
tion of the form k,z.?® An odd-parity solution is ob-
tained since the susceptibility peaks at a reciprocal lattice
vector, as opposed to peaking at the zone boundary
which one would obtain for a simple Bravais lattice.
Moreover, the d vector is along the ¢ axis, which confines
the spin of the Cooper pair to be orthogonal to the c axis,
as assumed when constructing the spin part of the pair
potential. Note that an odd-parity solution with a d vec-
tor along the c axis is what is needed to fit the H,, data.?*
Despite this, the above solution does not have the correct
group symmetry.

This motivated the author to look at pairing via low-
frequency fluctuations, which are known to have a large
spectral weight.>?> They have a characteristic energy of
order 0.3 meV. The momentum dependence of the pair
potential is primarily determined by antiferromagnetic
coupling between next-nearest neighbors separated by a
lattice constant in the basal plane. The spin part of the
pair interaction has to be generalized to allow three
different terms involving S, S,, S,S,, and S, S, to explain
the anisotropy of the magnetic moment, which prefers to
lie along the x direction in the basal plane. This basal-
plane anisotropy allows new odd-parity solutions with d
vectors in the basal plane, and in fact the most stable su-
perconducting state is predicted to be of the form
k,x+k,y.? This solution has both the wrong symmetry
and the wrong d-vector orientation to be consistent with
current phenomenological models. Moreover, it has-been
argued that low-frequency spin fluctuations would act
much like static magnetic impurities, and thus would be
detrimental for pairing.?’ In fact, by using the arguments
in Ref. 29 assuming a high-frequency energy scale of 5
meV, one would expect pair breaking for energies up to
about 0.3 meV, which is the characteristic energy for the
observed low-frequency fluctuations.

This leads one to look again at pairing via high-
frequency spin fluctuations. Note from Ref. 28 that al-
though the largest coupling constant was for A4,,, the
second highest was for E,,. This leads to the question of
whether an E,, solution could be stabilized by an ap-
propriate change in parameters. In Ref. 28, it was as-
sumed that there was only antiferromagnetic coupling be-
tween atoms in neighboring planes (this leads to an in-
duced ferromagnetic alignment between atoms in the
plane). This was sufficient to fit the data, which has rela-
tively large error bars.>! On the other hand, when one
heats the sample, the antiferromagnetic coupling is lost,
but the ferromagnetic alignment in the planes persist.>!
This indicates that there is a weak ferromagnetic interac-
tion in the plane independent of the induced alignment
from the antiferromagnetic coupling between planes.
This coupling is included in the above formalism by re-
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FIG. 1. Coupling constants for odd-parity representations
as a function of Jynn with U=0.3 and J= —0.1 in units of '
(5 meV).

placing U by U+Jyyn®nnn(q) where Jyyy is the in-
plane exchange coupling and ¢ynn(q) is the Fourier
transform of the in-plane distance vectors.

In Fig. 1 the coupling constants as a function of Jynn
are shown using the same parameter as in Ref. 28
(U=0.3 and J=—0.1 in units of I'). The k-point grid
was truncated to 24 points in the irreducible wedge so as
to accelerate the calculations (the results for Jyyy =0 are
comparable to those of Ref. 28 which used a 137-point
grid). One can see that only a small in-plane coupling is
needed to stabilize E,. In fact, for an in-plane coupling
of about 15% of the out-of-plane coupling, 4,, and E,
are degenerate. This is of interest, since a recent phe-
nomenological model by Joynt et al.®* indicates that
such a scenario can explain the observed phase diagram
without invoking coupling to the weak antiferromagnetic
order parameter. Finally, it should be remarked that the
E,, solution is of the form (k,*ik,)z. Such a gap has
point nodes along the ¢ axis. Most fits to thermodynamic
data indicate line nodes perpendicular to ¢, but some fits
indicate point nodes, so it remains to be seen whether the
nodal structure of this gap is consistent with experiment
or not.

III. CONCLUSION

The author has shown that including a weak ferromag-
netic coupling within the planes in the pair potential for
high-frequency spin fluctuations leads to an E,, gap con-
sistent with current phenomenological theories for UPt,.
Whether this is indeed the solution to the microscopic
problem of superconductivity in UPt; remains to be seen
by further experimental and theoretical work.
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