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Transient dynamics in excitonic optical bistability in polymers
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Transient behavior in the optical bistability mediated by phonon-mode and virtual-exciton cou-
pling is studied for an electron-phonon-coupling system, such as polydiacetylene toluene sulfonate.
Numerical calculations are used to analyze the evolution between bistable states, and switching be-
havior and Rabi oscillations are found.

I. INTRODUCTION

Since its first observation in sodium vapor in 1976, op-
tical bistability has become an important phenomenon in
optics, and there bas been much interest in the promise of
optical bistability as a mean of producing fast all-optical
switching devices. Therefore, good nonlinear optical ma-
terials and more efficient device structures have been
sought for practical applications, and attention is being
paid to reducing sizes and decreasing the switching time
and operating power for such devices.

Optical bistability means that there are two stable out-
put optical states for a given input optical state. In gen-
eral, optical bistability occurs by means of the joint
effects of the nonlinear optical response of the material
and external feedback typically provided by an optical
resonator. However, there are also some systems exhibit-
ing optical bistability without the need for external feed-
back. For example, absorption of light tuned just below
the band gap of some semiconductors can lead to increas-
ing absorption optical bistability; reAection at an inter-
face between a linear and nonlinear medium or transmis-
sion through a nonlinear thin film have been proposed to
exhibit optical bistability; and mutually induced self-
focusing by interacting laser beams and light beams in-
teracting through four-wave mixing have been predicted
and observed, respectively, to display optical bistability.
Very recently, we have found surface-induced optical bi-
stability of polymer chains near a metal surface, accom-
panied by reduced vacuum-field fluctuations. In fact, cer-
tain classes of organic molecules have been found to ex-
hibit extremely large optical nonlinearities with fast
response. Besides, organic materials offer other attrac-
tive advantages for trying to alter the molecular structure
to optimize the nonlinear optical and bulk physical prop-
erties. An example is the second-order hyperpolarizabili-
ty: Here the dipole of the molecular structure of a poly-
rner is created by substituting electron-donating and -ac-

cepting groups at either end of the conjugated length of
the molecule, where a proper choice of the donor and
thus freezing in the alignment can lead to a large second-
order hyperpolarizability. This flexibility in structure
makes organic materials well suited for fabrication and
device engineering.

Among the polymers, polydiacetylene (PDA) is a good
candidate for future applications because of its giant opti-
cal nonlinearity and small transmission loss. There have
been reports about the observation of optical bistability
in PDA quasiwaveguides. In the past few years, there
has also been much interest in the nonresonant nonlinear
optical responses of PDA-toluene sulfonate (PTS} excited
by laser fields tuned well below the absorption edge. '

Phonon-mediated bleaching" and excitonic Stark shift'
have been observed, and optical nutation, ' dispersive op-
tical bistability, ' and splitting in pump-probe spectra'
have been predicted.

In this paper we shall theoretically analyze the tran-
sient dynamics of a PTS material irradiated by a laser
field. Special attention will be paid to optical bistability
and how the system switches form one state to the other.
In contrast to Ref. 14 where external feedback by an opti-
cal cavity was examined, here we shall consider another
kind of bistability without external feedback. ' While stud-
ies of optical bistability are usually focused on the behav-
ior of the steady-state output field intensity as a function
of input intensity, here we shall study the transient be-
havior of the system, through which we can extract
knowledge about how the output intensity grows from
zero and how fast the system evolves from one state to
another, ' and about possible unstable states and optical
nutation. Our work is also close to experimental situa-
tions, where measurements are usually made in the tran-
sient time regime.

In Sec. II we shall describe our model, where we treat
excitons and phonons as damped oscillators and use
Dekker's quantization procedure for dissipative systems'
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to obtain the equations of motion for the excitons and
phonons. These equations will be solved numerically for
the scattered field intensity by virtual excitons, and in
Sec. III we shall display the numerical results and pro-
vide a discussion and some physical conclusions.

II. MODEL

It is known that there are elementary excitations of ex-
citons and phonons in PTS (Ref. 18) and only a few pho-
non modes coupled very strongly to the excitons. We
consider a light beam with its frequency near the exciton
resonance falling on a PTS material, and thus the exci-
tons interact with both the light and lattice vibrations.
The light can excite the system to create excitons, and in-
versely, the electrons and holes composing excitons can
recombine to create radiation. However, because of the
much lower frequencies of phonon modes, the number of
excitons remains unchanged in their coupling with pho-
non modes; namely, the phonons can only play the role of
mediation.

It is known that both the excitons and phonons have
finite lifetimes. We may model them here as damped os-
cillators. For the PTS systems exposed to an external
electric field frequency co and amplitude E, we can write a
non-Hermitian Hamiltonian for this system ' as

H=(co, iy, )a —a
+ g (co, iy, )b—; b;+ g A, , a a(b, +b, )

there is no qualitative change in physics if we only con-
sider a single phonon mode coupled most strongly to the
excitons. Therefore, for simplicity, we consider here only
one phonon mode and thus delete the subscript i on p, co,

y, and k in the following discussion. With the equation
of motion for the density operator (2), we obtain the fol-
lowing equations of motion for the mean values of the
dynamical variables in question:

a = —(i co +y „)a—i A (P+P* )a+ ip*Ee, (3a)

p= —(ico+y )p i A—~a~ (3b)

For convenience, in what follows we use the rotating
i

COL
I

frame. Namely, we replace a in Eqs. (3) by ae to
obtain

a = (i b, +—y „)a i A (p—+p* )a+ i Q,
/3= —(ico+y)p iA—

~ct~

(4a)

(4b)

Es'c'(r)=%(r)a t ——

where we have defined the detuning A=su —coL and the
Rabi frequency Q =p*E.

When the external laser field with its frequency near
the exciton resonance falls on the PTS material, the radi-
ation field is scattered by the excitons. In the scattering
region where the incident external field vanishes, the rela-
tion between the positive-frequency part of the scattered
field and the excitonic dipole moment can be written as

where a (a) and b, (b, ) stand for the creation (annihila-
tion) operators for the exciton and ith phonon modes
with corresponding frequencies co„and co;, respectively,

y and y, are the damping rates for the exciton and ith
phonon mode, respectively, X, is the coupling constant
for the interaction between the exciton and ith phonon
mode, and p„ is the component of the dipole matrix ele-
ment for the exciton in the E-field direction. As in Refs.
11—15, we neglect the momentum dependence of the ex-
citon. With this non-Hermitian Hamiltonian character-
izing energy dissipation, we can use a, a, b;, and b; as
canonical variables for this dissipative PTS system and
extend Dekker's quantization procedure' for damped os-
cillators to write down the quantum Liouville equation
for the density operator p:

p= —i [a, [a,H]p]+i [p[H, a ],a]

i g [b,t, [b, ,H]p—]+i g [p[H, b, ],6, ] . (2)

In this paper we are interested neither in any quantity
that is sensitive to the quantum number counting nor in
any thermal noise present in the driving field, so that
quantum Auctuations can generally be neglected in our
consideration. Thus, instead of the operators, we deal
with their mean values ' ' a = ( a ) and p,. = ( b, ) . Such
replacement simply means that we are taking the semi-
classical approximation. ' It has already been shown'
that for excitonic optical bistability in the PTS system

where %(r)=( —co /4nc r )(p Xr)Xr, and p„a is the
excitonic dipole moment. Hence the mean value of the
dimensionless scattered field intensity is given by

In the steady state, it is easy to find, by setting the terms
on the left-hand side of Eqs. (4) equal to zero, that this
scattered intensity I„(t~~ ) is determined by the cubic
equation

k I„26k, I„+(6+—y„)I„I;„=0, —

where we have defined the incident field intensity
I;„=~0~2, and I, =2k, co/(co +y ). However, in the
transient regime, we have to solve the nonlinear Eqs. (4)
numerically.

III. RESULTS AND DISCUSSION

In this paper we use the following parameters for
PTS " v =0.05 eV, v=0. 002 eV, A, =0. 1 eV, and
co=0.258 eV. For the first step, it is helpful to solve for
the steady-state solution using Eq. (7). Through analyz-
ing this equation, we have found that only when the in-
cident field is tuned su%ciently below the exciton reso-
nance, say, co —

coL )0.4', does there exist optical bista-
bility, indicating that the virtual exciton is essential for
this bistability. We have also found that the phonon-
exciton coupling is indispensiable to this bistability. This
is similar to the case where PTS is placed in an optical
cavity.
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solutions to the output intensity of the nonlinear optical
scattering problem. This means that within a certain
range, there can be three distinct scattered intensities for
each incident intensity. We have found, through numeri-
cal simulation, that the middle solution is unstable, and
hence only the upper and lower solutions can be reached.
As observed in Fig. 1(a), when I,„ increases continuously
from zero, I„ increases continuously until it reaches
point b where it becomes unstable. Further increase of
I;„ leads to an abrupt jump of I„ to the upper branch.
Similarly, when I;„decreases continuously, I„jumps to
the lower branch at point a where the solution is unsta-
ble.

Through numerical calculations of Eqs. (4) and (6), we
have studied the time evolution of the scattered intensity
after a sudden intensity change or sudden switching on of
the incident field. Figures 1(b), 1(c), and 2(a) —(c) show
some interesting results. Figure 1(b) describes the situa-
tion that when I„reaches steady state (point a) with
I;„=1.58@, then we suddenly increase I;„ from 1.58'
to 2.29@,. How I„evolves from the lower state (point a)
to the upper state (point c) is clearly shown. We see that
the switching time is approximately one order of magni-
tude longer that the lifetime of the virtual exciton, but
the same order of magnitude as the lifetime of the pho-
non mode. Comparing Fig. 1(a) with 1(b), one can find
that in the course of I„going from the lower state to the
upper one (from point a to c), it goes along the line of the
lower branch, and then gradually goes upward and, final-

ly, after oscillating a bit, reaches point c. Figure 1(c) de-
scribes the reverse case of Fig. 1(b). By comparing Figs.
1(b) and l(c), one can see that I„goes along a diff'erent

path from point c to a. By comparing Figs. 1(a) and 1(c),
one can see that I„goes along the upper branch until it
reaches point d; then it goes gradually down to point a.
Therefore, interestingly enough, through our study in the
transient regime, we can obtain detailed information
about not only the evolution of I„between bistable

states, but also how it completes a hysteresis loop.
In addition to the switching behavior of the scattered

field intensity I„,we have also studied how I„builds up
from zero through a switching on by an incident field at
initial time t=0. Some numerical results calculated from
Eqs. (4) and (6) are shown in Fig. 2 in which we have
chosen three different input intensities in the region that
bistability occurs. For fixed detuning 5 there is a corre-
sponding threshold, and smaller 6 leads to lower thresh-
old as long as bistability occurs. If I;„ lies below the
threshold, I„evolves to reach the lower state. Other-
wise, I„eventually reaches the upper state. In Fig. 2 we
choose 6=0.5', and the subsequent threshold for I;„ is
found to be approximately 2.21y . By comparing Fig.
l(a) with Fig. 2, we see that Fig. 2(a) and 2(b) where the
I;„'s are smaller than this threshold value, I„goes into
the lower branch, while in Fig. 2(c), where I;„ is beyond
the threshold, I„goes into the upper branch. From Fig.
2 we can also see Rabi oscillations. However, these oscil-
lations are modulated; i.e., the centers of oscillation
change with respect to time. When I;„ is below the
threshold, I„ first goes up then goes down to reach the
lower state [see Figs. 2(a) and 2(b)]. By contrast, when I;„
is above the threshold, I„ first reaches the lower state,
then goes up to reach the upper state [see Fig. 2(c)]. In
addition, through numerical analysis, we have found that
no matter what initial condition is used, I„cannot evolve
into the middle branch [see the line between points b and
d in Fig. 1(a)]. So we can conclude that the middle or
third solution of I„ is not stable. Meanwhile, the peaks
in Figs. 2(a) and 2(b) show the possibility for I„ to tem-
porarily stay in the middle state, which means that the
middle state can only be reached temporarily.

ACKNOWLEDGMENTS

This work was supported in part by the Once of Naval
Research.

*Also at the Department of Chemistry.
H. M. Gibbs, S. L. McCall, and T. N. C. Venkatesan, Phys.

Rev. Lett. 36, 1135 (1976).
H. M. Gibbs, Optica/ Bistability: Controlling Light with Light

(Academic, New York, 1985).
sA. E. Kaplan, Pis'ma Zh. Eksp. Teor. Fiz. 24, 132 (1976) [JETP

Lett. 24, 114 (1976)].
4W. Chen and D. L. Mills, Phys. Rev. B 38, 12 814 (1988).
~A. E. Kaplan, Opt. Lett. 6, 360 (1981).
D. J. Gauthier, M. S. Malcuit, A. L. Gaeta, and R. W. Boyd,

Phys. Rev. Lett. 64, 1721 (1990).
7D. L. Lin, X. S. Li, and T. F. George, Phys. Lett. A (to be pub-

lished).
sSee, for example, Nonlinear Optical Properties of Organic Mole

cules and Crystals, edited by D. S. Chemla and J. Zyss
(Academic, New York, 1987).

98. P. Singh and P. N. Prasad, J. Opt. Soc. Am. B 5, 453 (1988};
K. Sasaki, K. Fujii, T. Tomioka, and T. Kinoshita, ibid. 5,
457 (1988).

'OB. I. Greene, J. Orenstein, R. R. Millard, and L. R. Williams,
Chem. Phys. Lett. 139, 381 (1987); Phys. Rev. Lett. 58, 2750
(1987).

B. I. Greene, J. F. Mueller, J. Orenstein, D. H. Rapkine, S.
Schmitt-Rink, and M. Thakur, Phys. Rev. Lett. 61, 325
(1988); B. I. Greene, J. Orenstein, and S. Schmitt-Rink, Sci-
ence 247, 679 (1990).
G. J. Blanchard, J. P. Heritage, A. C. Von Lehmen, M. K.
Kelly, G. L. Baker, and S. Etemad, Phys. Rev. Lett. 63, 887
(1989).
X. S. Li, D. L. Lin, T. F. George, and X. Sun, Phys. Rev. B 40,
11 728 (1989).

X. S. Li, D. L. Lin, T. F. George, and X. Sun, Phys. Rev. B 41,
3280 (1990);42, 2977 (1990).

~~X. Xia, X. S. Li, D. L. Lin, and T. F. George, Phys. Rev. B 42,
4790 (1990).
See, for example, V. Benza, and L. A. Lugiato, Lett. Nuovo
Cimento 26, 405 (1979).
H. Dekker, Physica A 95, 311 (1979).

SD. N. Batchelder, in I'olydiacetylenes, edited by D. Bloor and
R. R. Chance (Martins Nijhoff, Dordrecht, The Netherlands,
1985), p. 187fI'.

M. Reid, K. J. McNeil, and D. F. Walls, Phys. Rev. A 24,
2029 (1981).

~oB. R. Mollow, Phys. Rev. 188, 1969 (1969).


