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High-resolution low-energy electron-diffraction analysis of the Pb(110) roughening transition
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We present a detailed line-shape analysis of the high-resolution low-energy electron-diffraction
angular profiles measured from the Pb(110) surface undergoing a roughening transition. Experi-
mentally, we show that the effects of multiple scattering and the thermal diffuse scattering do not
make significant contributions to the line shape and therefore do not affect the structural informa-
tion extracted from the angular intensity distribution of the diffracted beams associated with a sur-
face undergoing the roughening transition. We have measured the effect of anisotropy in the
roughening of a low-index plane metal surface. For the Pb(110) surface, the ratio of anisotropic in-

teraction energies is estimated from the measurement to be J„:J~ =3.46:1. In addition, we have also
measured an enhanced surface anharmonicity starting around 380 K, which is closely related to the
anomalous derelaxation of the top layers previously observed by the high-energy ion-channeling
technique. This derelaxation may be the major cause for the roughening transition occurring in the
Pb(110) surface.

I. INTRODUCTION

Recently there has been very active research in the
study of thermal roughening phase transitions in low-
index metal surfaces. Examples are Ag, ' Cu, Ni, and
Pb (Ref. 4) surfaces. At least two of these surfaces' ap-
pear to exhibit the conventional Kosterlitz- Thouless
type of infinite order transition. We have presented a
brief report on the observation of such a roughening tran-
sition in the Pb (110) surface using the high-resolution
low-energy electron-diffraction (HRLEED) technique.
In this paper we report a detailed line-shape analysis of
the HRLEED angular profiles obtained from the Pb (110)
surface undergoing a roughening transition. We show ex-
perimentally that the effects of multiple scatterings and
the thermal diffuse scattering do not make significant
contributions to the line shape and therefore do not affect
extraction of the structural information of the surface un-
dergoing the roughening transition from the angular in-
tensity distribution of the HRLEED beams. We have
measured the effect of anisotropy in the roughening of a
low-index plane metal surface which has been predicted
and discussed quite extensively in the last few years.

II. HRLEED EXPERIMENT RESULTS

The basic experimental arrangement has been de-
scribed previously. ' The very fine resolution of the
HRLEED beam angular profile, which has a width less
than 0.006 A ', allows us to detect not only a slight
change of the peak width but also the tail shape of a
beam profile very accurately. The x-ray Laue picture and
later HRLEED data on the Pb(110) surface indicate that
its misorientation and the mosaic angle are less than 0.1 .
In order to reduce the step density in the surface one
needs to choose an appropriate annealing temperature.

By testing the range of annealing temperature from 300
to 590 K, we find that -360 K is the most effective an-
nealing temperature to eliminate the steps. This anneal-
ing temperatures gives the narrowest diffraction beams as
determined by the full width at half maximum (FWHM)
of the angular profile obtained using the HRLEED. The
major experimental results are given as follows.

I

A. Surface perfection and local defects

The fcc (110) surface has an ABAB stacking structure, as
shown in Figs. 1(a) and l(b). The phase difference y of
electrons scattered from neighboring terraces separated
by a monoatomic step, can be written as

Sit for the (00) beam

Sit+a for the (10) or (01) beam, (2)

with
r

~S~ for the (00) beam

Si= t'~S~ —(2~/a) ]' for the (01) beam

[~S~ —(2~/b) ]' for the (10) beam,
(3)

where S~ is the momentum transfer perpendicular to the

We have measured the angular profiles of the (00), (10),
and (01) beams as a function of the incident electron
beam energy E. In the HRLEED system, since the out-
going beam with wave vector ko is diffracted at a constant
angle, -7.5, with respect to the incident beam of a wave
vector k;, ' the relation between E and the total momen-
tum transfer S, under the elastic scattering condition, can
be expressed as

ISI = Ik, —k;1=2 k; Icos(7. 5'/2)

=4~ cos( 3.75')VE /150 4. .
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FIG. 1. The fcc(110) surface structure. (a) Top view of the
real space surface structure and the corresponding reciprocal
space structure. The solid circles represent the first layer atoms
and the open circles represent the second layer atoms. (b) Side
view of the surface structure. (c) The fcc(110) surface expressed
in the body-centered tetragonal unit cell. The first layer atoms
are represented by the solid circles in the top face of this tetrag-
onal unit cell and the atoms in the third layer are also solid cir-
cles but located in the bottom face. One of the second layer
atoms is shown in the center as the open circle.

surface. As defined in Figs. 1(a) and 1(b), t is the step
height along the surface normal and a and b are the
lengths of the unit vectors along the [110] and [001]
directions, respectively. The definitions of the (01) and
(10) beams are also given in Fig. 1(a). q&=2mvr corre-
sponds to the in-phase (constructive) diffraction condi-
tions and y=(2m +1)m. corresponds to the out-
of-phase (destructive) diffraction conditions, where
m =0,+1,+2, . . . . Since no in-plane reconstruction has
been observed, it is reasonable to use the bulk lattice con-
stants a=3.50 A and b =V'2a=4. 95 A as the lengths of
the unit mesh vectors. The lengths a and b agree well
with our experimental a and b obtained by measuring the
magnitudes of the reciprocal unit mesh vectors:

Goi =2m. /a and G,o
=2~/b.

In Fig. 2, shown as the solid dots, we plot the measured
FWHM's of the (00), (10), and (01) beam profiles at room
temperature as a function of Sit determined by Eqs. (1)
and (3) which relate Si to the measured electron energy
E. The step height t is chosen to be the bulk value, i.e.,
t= 1.75 A. As we shall see later, within the experimental

0
uncertainty (+0.05 A), it is consistent with the measured
oscillation period of the FWHM's in the high-
temperature region where the surface steps are induced.
The period of the oscillation is a measure of the step
height. Although there exists an inward relaxation on
the top layer at T~380 K, ' ' the experimental deter-
mination of t using the oscillation period is almost impos-
sible in this low-temperature region where no oscillation
behavior could be observed. In addition, the angular
profiles of the (00) beam at room temperature, for both
the in-phase and out-of-phase conditions, are plotted in
Fig. 3.

At room temperature, the peak width and the angular
profile at the out-of-phase condition are practically the
same as those at the in-phase condition, as seen in Figs. 2
and 3. There is no oscillatory behavior in FWHM's at
room temperature. All the profiles are smooth and have
no shoulder structure or peak splitting. These facts indi-
cate that ~ice surface is practically Oat. The resolving
power of &)~,tr HRLEED is better than 2000 A, ' but the
FWHM at the in-phase condition for this Pb(110) surface
is about 0.02 A . The additional broadening is basically
due to the mosaic angles between micrograins. Treating
the FWHM at the in-phase condition as an effective in-
strument response width (which is 0.019+0.002 A in
the [001] azimuth and is 0.014+0.002 A ' in the [110]
azimuth), we estimate that the ordered surface domains
are at least 700 A.

There is a slight difference in the profiles between the
in-phase and out-of-phase conditions: a broad diffuse
background can be detected at the out-of-phase condi-
tion, but not at the in-phase condition, as seen in Fig. 3.
The existence of a background intensity is usually due to
the surface imperfections, e.g., local steps, point defects
such as vacancies and adatoms, high angle mosaic struc-
tures, and inelastic phonon scattering. We can immedi-
ately rule out the possibility of a high angle mosaic struc-
ture and inelastic phonon scattering. This is because
these two types of defects would give a similar diffuse
scattering at both the in-phase and out-of-phase condi-
tions, which is not consistent with our data. We can also
rule out the vacancy or adatom effects, since these defect
structures would give a uniform background' instead of
the broad diffuse intensity localized in the vicinity of
Bragg diAraction peaks. Comparing the line shape at the
out-of-phase condition with that at the in-phase condi-
tion, we conclude that only local steps can give such a
broad background. At the in-phase condition there is no
detectable diffuse background and its profile can be fitted
very well with a single Gaussian function corresponding
to the instrument response. An analysis of the angular
profile at the out-of-phase condition shows that the
diffuse background can be fitted very well by a broad
Lorentzian function. The peak intensity of this Lorentzi-



4716 H.-N. YANG, T.-M. LU, AND G.-C. WANG 43

o+
4 /we

g CO

0.30

0.25
(a)

0.20 - o

0.15 "

0.10

0.05

1.0

(00) beam

303 K
475 K0

00
0

0
00

0 0
0 0

0 0
ooQ ——---—ooo 0 -oooo---- —— — p

~ I I

2.0 3.0 4.0
Si t ( units of n)

5.0

oQ
~~

g O

C

8.30,
(b)

0.25

0.20

0.15

(00) beam

0 303 K
475 K

0 00
0

00.10

0.05

0.00
1.0

0
0 0 0

o o 0
~ ~ og oooo oooq&=~oo

I

3.0 4.0
S& t ( units of ir )

5.0

0.30

0.25

0.20

(c) (10)beam

~ 301 K
500 K

0.30
(d)

0.25

0.20

(01) beam

300 K
0 465 K

0.15

0.10

0.05

0.00
3.5 4.0 4.5
Sg t ( units of TL' )

5.0

o 0
00.15

~ 0 0
0.10

o o
0.05 - 0 o

o o oooQ~oo ooooooo ~ +
ooo

2.0 2.5 3.0 3.5 4.0 4.5
S~t ( units of ir )

FIG. 2. The FWHM's of the (00), (01), and (10) difT'racted beams as a function of S~t at T-300 K and T-480 K, where S~ is the
0

momentum transfer perpendicular to the Pb(110) surface and t (=1.75 A) is the single step height. The oscillation behaviors of the
(01) and (10) beams have a phase shift of n relative to that of the (00) beam.

an component is about 15% of the total peak intensity at
exactly the Bragg condition. As will be discussed in Sec.
IV, these steps exhibit a short-range behavior and are lo-
calized both laterally and vertically which can be called
"local steps. " A possible mechanism for the generation
of these local steps on a Aat surface is the preroughening
effect predicted by Rommelse and den Nijs recently. '

Thus we conclude that the room-temperature Pb(110)
surface is considered to be very Oat and contains very few
defects.

B. Temperature-dependent angular profiles

As the temperature is raised above room temperature,
the FWHM's for the (00), (10), and (01) beams at the out-
of-phase conditions increase drastically above 400 K. In
Fig. 4, the FWHM of the (00) beam at the out-of-phase
condition is plotted as a function of temperature [the (10)
and (01) beams have similar behaviors]. In Fig. 2, we also
plot the FWHM as a function of Sit at high tempera-
tures-480 K in comparison with its behavior at the
room temperature. At high temperatures, the FWHM's
for both the specular beam and the higher-order beams
change dramatically from constant values to the oscilla-
tory behavior, which indicates the proliferation of the
atomic steps on the surface. Figure 2 also shows that the
oscillation of the FWHM's of the (01) and (10) beams has
a ~ phase difference from that of the (00) beam, which is
consistent with Eq. (2) and is basically due to the ABAB
stacking structure. The average terrace width can be ob-
tained from the amplitude of the oscillation. It is es-

timated from the (00) beam that the terrace width is-300
A at 428 K and-35 A at 475 K. This is a direct indica-
tion of the increasing step density which is related to the
roughening of the Pb(110) surface.

The angular profile not only undergoes a dramatic
broadening, but also develops a substantial tail at-410
K. In Fig. 5, we display the evolution of the angular
profiles of the (00) beam along both the [001] and [110]
azimuths at different temperatures with E=27.0 eV,
which corresponds to an out-of phase of 3~.

The observed broadening of the profiles as well as the
increase of the intensity in the tails at the out-of-phase
diffraction condition are a result of the creation of high
density steps in the surface. In principle, multiple
scatterings and thermal diffuse scattering may contribute
to the change of the profile shape. These effects, if they
are significant, might obscure the interpretation of the
data and are always of concern in low-energy electron
diffraction. Theoretical calculation and prediction of
these effects on the profile shape have been very difFicult.
In our opinion, a reliable conclusion about these effects
on the profile shape can only come from the experiment.
If these effects were important and if they gave significant
contributions to the observed change of the profile shape
at the out-of-phase diffraction condition, they should give
a similar change of the profile shape at the in-phase
diffraction condition at the same temperature. Experi-
mentally we found that that is not the case. In Fig. 6, we
plot the angular profiles of the (00) beam at the in-phase
diffraction condition for various temperatures. Neither
the FWHM nor the tails of the specular beam changes at
any temperature up to 530 K. Therefore we have every
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reason to believe that in our experiment neither the mul-
tiple scatterings nor the thermal diA'use scattering make a
significant contribution to the change in the beam shape.
It is a very important result which allows one to extract
detailed information about the change of surface struc-
ture during the roughening transition.

C. Temperature-dependent peak intensity

The peak intensities of the (00), (10), and (01) beams as
a function of temperature at both the in-phase (solid cir-
cles) and the out-of-phase (open circles) conditions are
plotted in Fig. 7. At the in-phase condition, the peak in-

tensity undergoes two changes with increasing tempera-
ture. Below T-500 K, the peak intensity behaves nor-
mally and the only change is a slight deviation of the
peak intensity from the Debye-Wailer decay starting at
about 380 K, indicating an enhanced atomic vibration in
the surface. In order to compare the atomic vibration
amplitude, we assume (although it is not fully appropri-
ate) that in two temperature regions, i.e., 295 & T & 380 K
and 380(T &500 K, the peak intensity still follows the
Debye-Wailer decay but with diff'erent Debye-Wailer fac-
tors. Using the formula

I „k=I eoxp( —2W)

with the Debye-Wailer factor

2W= ((S u) ) =constT,

(4)

(5)

we obtain the atomic vibrational amplitude perpendicular
to the surface, (ui ), by fitting the experimental data of
the (00) beam for each temperature region. At T &380
K, (ui )/T=1. 685X10 A K '. While at
380& T &500K, (ui)/T=3. 913X10 A K ', which

is at least two times larger than that at T & 380 K. Corre-
spondingly, the mean-square vibrational amplitudes,
(( u i ) )'~, are 0.2248 A at 300 K and 0.3956 A at 400 K,
which are 6.4% and 11.3%, respectively, of the nearest-
neighbor atomic spacing (3.5 A). Frenken et al. ' have
reported an anomalous expansion in the top layers of the
Pb(110) surface at temperatures below 480 K using the
high-energy ion channeling technique. It is closely relat-
ed to the surface anharmonicity and therefore our result
is consistent with their observation.

At T& 500 K, the peak intensity drastically deviates
from the Debye-Wailer decay and changes much faster
than it does at 380 K. The intensity falls to the back-
ground level when the temperature approaches 560 K, as
seen in Fig. 7. The mean-square vibrational amplitude at
500 K is 0.4423 A, 12.6% of the nearest-neighbor atomic
distance. This dramatic decay of the peak intensity is

due to the surface melting, which has been studied exten-
sively in recent years by Frenken and van der Veen. '

At the out-of-phase condition, however, the peak in-

tensity decays relatively faster than that at the in-phase
condition in the temperature region below 500 K. As
seen in Fig. 7(a), the peak intensity of the (00) beam at
E=27.0 eV, which corresponds to the out-of-phase con-
dition, falls more rapidly than that at E=48.0 eV, which
corresponds to the in-phase condition (especially at
T )400 K), even though the former has a smaller
Debye-Wailer factor due to its smaller momentum
transfer. At about 480 K, the intensity drops to the
background level. The intensities of the (10) and (01)
beams also exhibit the same behavior, as seen in Figs. 7(b)
and 7(c). Considering the fact that the dramatic change of
the angular profile also occurs at this temperature region,
we believe that the relatively faster decay of the peak in-
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III. THEORETICAL DESCRIPTION OF ROUGHENING
TRANSITION IN fcc(110)SURFACES

A. Summary on Kosterlitx-Thouless (KT)
surface roughening transition

The general features of the surface roughening phase
transition have been discussed in the review papers by
Weeks, ' and by van Beijeren and Nolden. ' The
roughening transition is in the same universality class as
that of the Kosterlitz-Thouless type and is of infinite or-
der. As T approaches T~ from below, the correlation
length diverges very rapidly and remains infinite for
T + Tz. The height-height correlation function

([h {r)—h {0)] ) diverges logarithmically as r~ oo at
T ~ Tz, implying the interface width of the surface
(called the "surface width") diverges at and above the
roughening transition temperature.

The above conclusions were first drawn from a discrete
Gaussian (DG) model by Chui and Weeks. ' On the oth-
er hand, the body-centered solid-on-solid (bcSOS) mod-

el, established by van Beijeren, also exhibits similar
roughening features. The bcSOS model has the advan-
tages that it is exactly solvable and can be directly ap-
plied to the fcc(110) surface.

The perfect (110) face of a fcc crystal is depicted in the
top view and side view of Figs. 1(a) and 1(b), respectively.
In this paper, we denote x and y to be in the [110] and

[001] directions, respectively, as seen in Fig. 1(a). Its
ABAB stacking structure consists of a body-centered
tetragonal unit cell, as shown in Fig. 1(c). According to
van Beijeren, this configuration corresponds exactly to
the bcSOS model. The bcSOS model was originally ap-
plied to an isotropic bcc(100) surface with a square unit
mesh. For the fcc(110) surface, this model should be
modified to include an anisotropic interaction associated
with a rectangular unit mesh. The quantitative features
of the roughening transition for this anisotropic beSOS
model are summarized ' as follows.

(a) The roughening transition temperature TR satisfies

the equation

h(T~ )= —1, (6)
tensities at the out-of-phase condition is primarily due to
the destructive interference between difFerent atomic lay-
ers in the rough surface. This faster decay even starts at
room temperature for which the surface roughening tran-
sition has not occurred. This indicates that the local step
density continuously grows at low temperatures, which
may be related to the surface preroughening. Unlike the
analysis of the angular profile, a quantitative study of the
peak intensity turns out to be difficult because of the
complexities of the mixed e6'ects due to surface anhar-
monieity, roughening, and even multiple scatterings. As
discussed above, the line-shape analysis can electively
avoid this difFiculty, which will be presented in Sec. IV.

As a brief conclusion, the surface roughening occurs
between 400 and 500 K, while at about 380 K the surface
exhibits an enhanced atomic vibration. The surface
enhanced anharmonicity may be a possible driving mech-
anism for the roughening transition. A detailed discus-
sion will be given in the final section.

with

b, ( T) = (v +w —1)/2vw,

v =exp( —J /kiiT) and w =exp( —J~/ksT) .

J„and J are the nearest-neighbor coupling constants
along the [110] and [001] directions, respectively, in the
rectangular unit mesh of the (110) surface. (For fcc bulk
unit cell, J is the next-nearest-neighbor coupling con-
stant. ) Equation (6) can be simplified as

exp( —J /kii Tii ) +exp( —7 /kii Tz ) = 1 . (6')

In the case of an isotropic bcSOS model, i.e., J„=J =J,
Eq. (6') can be reduced to kii T~ =1/ln2.

(b) The height-height correlation function exhibits a
logarithmic divergence as

~
R „~—+ ~ at T ~ Tii . At

T & T~ the surface maintains a finite surface width

( —h ).
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2ho, T& T~
([h(R ) A (0)] ) g (T)l T& T (9)

where R „ is the surface atom position, R „=ma+nb
(m, n =0,+1,+2, . . .). a and b are the unit vectors along
the [110] and [001] directions, respectively. (a is the
nearest-neighbor spacing of a fcc crystal and &2a =b. )

p is defined as

p =m +en (10)

2 ( T)= (2/m ) /[ —,
' —

( 1/m )arcsinb ( T)], (12)

with 2 (Tz)=2/~ .
It should be emphasized that the bcSOS model only

takes into account the short-range and pairwise interac-
tions among the surface atoms; this may not be reason-
able for the low-index metal surfaces. Recently, Tray-
anov et al. proposed a modified bcSOS model by
redefining the coupling constants J~ and J~ in terms of
the surface free energies of fcc(111),(100), and (110)faces.
This consideration has included the many-body interac-
tions and is more suitable for metal surfaces.

B. DiÃraction from the KT rough surface

We express the diffraction intensity from a crystalline
surface as

I(S)=ID(S) g exp(iS~~ R „)
m, n

X (exp[iS e[h (R „)—h (0))] ), (13)

where S is the total momentum transfer, S~~ is its com-
ponent parallel to the (110) surface, Io(S) is the atomic
form factor, and e is the elementary translation vector be-
tween neighboring terraces. The summation is over the
two-dimensional atomic positions of the surface. In the
case of a fcc(110) surface, assuming only the single step
height is allowed, we can express e as

e =+a/2+b/2+ t (14)

in which the anisotropic parameter e is known exactly
only at T=2T~:

@=exp[(J„—J )/2k+ T~ ],
where we assume J ~J . The capillary wave behavior,
which exhibits the logarithmic divergence in Eq. (9), is
one of the important characteristics of the KT transition.
We shall call such a surface the "KT rough surface. "
Various other models ' ' also predict a similar KT
roughening behavior, except that the expressions for
A(T) are different [although at T=T~, A(T) has a
universal value: 2 (Tz )=2/m ]. In the case of the
bcSOS model,

where [S e] means S e mod 2~ such that —~ & [S e] & ~.
Replacing the summation in Eq. (13) by an integral as an
approximation and combining Eq. (13) with Eq. (9), we
can calculate the diffracted intensity which is the 2D
Fourier transformation of Eq. (16):

5(S~~ Gql, )exp( —h o [S e] ), T & T~

iQi (2 —n(T)], T )TR
L

where

~Q~ =(S„—2~h/a) +(S 2vrk/b—)~/e2

for various (hk) order beams (h, k =0,+1) and

(18)

n (T)=[S e] 3 (T)/2 . (19)

G&k is the two-dimensional reciprocal lattice vector for
the (hk) beam.

Although the surface width ho in Eqs. (9) and (17) does
not have an explicit form in the bcSOS model, it is in gen-
eral a monotonic increasing function of temperature (due
to the thermal excitation of local defects).

At T ( Tz the Bragg intensity has a 6-function profile
with an additional Debye-Wailer-like factor,
exp( —ho[S e] ), corresponding to the coherent
diffraction from the long-range ordered fiat surface with a
finite surface width ho. As the temperature is raised, the
surface width gradually grows with the thermal genera-
tion of defects and therefore the intensity of the 6-like
peak continues to decay. This explains why as the tem-
perature is raised to T~ from below, the anti-Bragg peak
intensity falls faster than that expected from the thermal
vibration, as observed in our experiment (Fig. 7). At
T~ Tz, the surface width diverges. As a result, the 6-
like peak disappears and is replaced by the power-law
line shape which corresponds to the diffraction from the
KT rough surface.

In the case of the out-of-phase diffraction conditions,
i.e., S e=+~, +3~. . . , the exponent

n ( T)=P —(1/m )arcsinh( T) ] (20)

Specifically, as T= Tz,

n (T~ )=1 . (21)

where S„and S are the momentum transfers parallel to
the [110]and [001] directions, respectively, and t the step
vector along the surface normal. Actually, S e is just the
phase difference y for (00), (10), and (01) beams, as given
in Eq. (2). The thermal average of Eq. (13) can be ob-
tained by the Gaussian approximation, i.e.,

(expIiS e[h(R „)—h(0)]])
=exp[ —[S e] ( [h (R „)—h (0)] )/2], (16)

and

S~t, for the (00) beam

S e= S~t+S a/2=S~t+m, for the (01) beam.
S~t+S b/2=S~t+vr, for the (10) beam,

(15)

C. Considerations of short-range roughness

As mentioned earlier, Eq. (9) only exhibits the asymp-
totic behavior of surface height-height correlation func-
tion and therefore the diffraction intensity, i.e. , Eq. (17),
only rejects the long-range character in the surface.
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Practically, Eq. (17) alone may not be used to interpret
the entire experimental data because the short-range
roughness always exists and it makes a certain contribu-
tion to the diffraction profile. The short-range roughness,
rejecting the local step structure at both T(Tz and
T ~ T~, manifests itself in the tail part (larger S~!, away
from the central Bragg peak) of the angular profile and
therefore contributes a broad diffuse background, which
may affect the intensity of the power-law tail. This
diffuse background, usually appearing as a Lorentzian
shape, has been observed in our experiment and has been
reported also in many cases. ' ' The bcSOS model as
well as other models do not provide an explicit solution
to the short-range correlation function. Hence establish-
ing a phenomenological model may be an alternative ap-
proach. Since the short-range roughness does not signify
the divergence of the surface width and roughening tran-
sition, a surface with a finite width of defect layers is a
simple model to describe the low-temperature surface

(T & Tit). The simplest model, a two-level system,
shows that the diffracted profile consists of a central 6
function superimposed on a broadened Lorentzian diffuse
background. A similar result can be obtained for a finite,
but multilevel system (as long as the surface width is still
finite), which is still consistent with the experimental
observations. As mentioned above, one possible origin of
this Lorentzian diffuse background may be caused by a
surface preroughening effect. '

We therefore phenomenologically add a Lorentzian
term to Eq. (17), i.e.,

Ro( T)5(Sll+Gi, l, )+L (Sll+GhI, ), T & T~ (22a)

lgl )+L(!!+ hi, ) ~~~ (

where the Lorentzian function L(S~!) has two diff'erent
versions:

(1—g) [1+/ —2gcos(S!! a)] ' (discrete surface model )

I-(S )= '

[I+(~S!!/oi ) ]
' (continuous surface model ).

(23a)

(23b)

The parameter g in Eq. (23a) is a function of the step den-
sity and 0 & g & 1. In principle, the discrete surface mod-
el, in which the diffraction is from the discrete atoms in a
terrace, is more rigorous for describing the short-range
behavior. In reality, the difference between the two mod-
els is quite small. This is because the FWHM of the
Lorentzian usually is small, compared with the dimension
of the first Brillouin zone (typically —10%). Therefore
the short-range order and the average terrace size are still
large enough so that the discrete atomic nature of the ter-
race can be ignored. For the discrete surface version, the
corresponding FWHM is equal to 2o.&, where

1 (1 —g)'o-~= —arccos 1—
a 2g

If crl is small, g will be close to 1, and this results in the
approximation

1—
g I a&/

The same result can be obtained by expanding
cos(S~! a)=1—

(S~! a) /2. Thus the discrete model ver-
sion can be simply transformed into the continuous mod-
el version. For both versions, the width of the Lorentzi-
an function is approximately proportional to the local
step density in the surface.

The physical meaning of Eq. (22) can be summarized as
follows: Below T~, the Lorentzian width increases with
temperature. This is due to the continuous excitation of
the local steps. The surface is still "Aat" and maintains a
long-range order. The ratio Ro(Q of the 5 component to
the Lorentzian term mainly depends on both the surface
width hp and the step density. This ratio decreases

monotonically as the temperature approaches Tz. For
T ~ T~, the 6 component evolves into the power-law line
shape which superimposes on a broader Lorentzian
diifuse background [with a ratio R ( 1)].

D. Convolution of the dift'racted intensity
with the instrument response function

The fitting of the experimental profile will be per-
formed by using Eq. (22) convoluted with the instrument
response function. In our HRLEED system, the instru-
ment response function can well be described as a Gauss-
ian profile. At low temperatures T (Tz, the convolution
of Eq. (22a) is simply a sum of a Gaussian function and a
convoluted Lorentzian function (denoted as "6+G*L").

For T ~ Tz, the convolution of the power-law function
is more involved. It has been shown by Dutta and
Sinha that the 2D convolution of an isotropic power-
law function,

~ Q~ ! "' '), with a 2D Gaussian function
of width o., is proportional to the Kummer function:

exp( 0 /a ) i@I
' "' P(I n/2 1; —Q /o ), —

where the Kummer function P is defined as

~( p ) ~ I (a+m)I (P) z

o 1(a)l (P+m) m!

Here I (x) is the gamma function.
However, for the anisotropic system we are studying

here, the convolution turns out to be slightly more com-
plicated. The Taylor-series expansion with respect to the
anisotropic factor gives an explicit form for this convo-
luted angular profile (along x = [110]and y

—= [001] direc-
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tions, respectively):

I (j + —,
'

)I (j+ 1 n—)
0)~C —(2—n) g ~j

(j t)'

XP j+1——;j+1;—S„
2ox

and

I (j+ —,
'

)I (j + 1 n—)
Z(O, S )

C-"-"~ y
( ')' X/ pj=0 J.

2

XP j+1——;j+1;—n. Sy

2 ' 0-2
3'

(25)

where C =o.„a, C =o. b/e, and o.„and o. are the
Gaussian widths of the instrument response along the
[110] and [001] directions, respectively. e is the aniso-
tropic parameter defined in Eqs. (10) and (11). The aniso-
tropic factor q's are defined as

= 1 —
( C„ /C ) = 1 —

( eo „a/o b )

eely
= 1 —

( Cy /C„) = 1 —
( ob/eo. ,a ).

(26a)

(26b)

P(j + 1 n /2; j + 1;——Q /o ) —( Q /o ) (27)

As a result, by retaining the lowest-order term, the tail

If o. a =o. b and @=1, one has g =g =0, so that the
anisotropy no longer exists and Eq. (25) is just the isotro-
pic solution, Eq. (24).

As is known, the Kummer functions in Eq. (25) have
an asymptotic form at large Q:

part in the intensity expression, Eq. (25), exhibits a
power-law behavior with the exponent (2 —n), i.e.,

I(S,O) —(S a) ' "' and I(O, S )-(S b/e)

(28)

which are independent of the instrument response func-
tion.

Equation (25) is the series expansion in terms of the or-
der of the anisotropic factors, il =1—(eo a/cr b) and
q~

= 1 —
( o ~ b /eo „a), respectively, for the [110] and

[001] directions. From Eq. (27), we see that only the
zeroth-order term (i.e., j=O) retains the power-law line
shape with the minimum exponent (2 —n). Therefore it is
a reasonable approximation to retain the zeroth-order
term in the intensity expression, Eq. (25). This zeroth-
order intensity has a form similar to that of the isotropic
solution Eq. (24):

I(S„,O) ~ (o. a) ' "'P(1 n/2—;1;—S /o. , ),
I(O, S ) ~(ob/e) . ' "'P(1—n/2;1; —S /o~) .

The higher-order terms (j ~ 1), which have a power-law
shape of larger exponent (2j +2—n), as seen in Eq. (27),
drop more rapidly in the tail part. Therefore these terms
can be quantitatively treated as a small diffuse back-
ground and be included in the Lorentzian part that corre-
sponds to the short-range roughness.

Combined with the scattering intensity due to the
short-range roughness, at T ~ Tz, the diffraction intensi-
ty should be expressed as the sum of a Kummer function
and a convoluted Lorentzian function (denoted as
"K + G*L"). In conclusion, the diffraction intensity, Eq.
(22), after the convolution, can be finally written as

R o, exp [ —(S; /o, ) ] + G (S; /o. ; )*L (S, ), T ( T~
g(S ) cc

R, P( 1 —n /2; 1; —S, /o.
, ) +G ( S, /o. , )*L (S, ), T & T~~ ~ 2 2

(29a)

(29b)

where i =x,y and the Gaussian function
G(z/o )=sr '~ a 'exp[ —(z/o ) ]. In a fiat surface the
ratio of the Gaussian to the Lorentzian, Ro;, depends on
the short-range roughness characterized by the local step
density and the surface width. However, in the rough
surface, the ratio R, of the Kummer function to the
Lorentzian is not only a function of the short-range
roughness but also the KT surface roughness which is
characterized by the exponent n (T). Besides, both R;o
and R, are anisotropic in the x and y directions (R; de-
pends on the anisotropy e).

IV. LINE-SHAPE ANALYSIS

We use the angular profile at the in-phase condition as
the effective instrument response function, which is fitted
very well, as shown in Fig. 3(a), by a single Gaussian
function with the FWHM's equal to 0.014+0.002 A

and 0 019+0 002 A ' along the [110] and [001] az-
imuths, respectively.

A. Low-temperature line shape

As discussed in Sec. III, the low-temperature angular
profile (T (Tz) should be fitted by the sum G +G*L, as
expressed in Eq. (29). In the fit, the Gaussian width era,
Lorentzian width o.L, and the ratio Ro, are the adjustable
parameters.

The room-temperature line shape at the out-of-phase
condition, as seen in Fig. 3(b), is fitted quite well by the
calculation. The Gaussian component has a peak width
almost the same as that at the in-phase condition, indicat-
ing that it is the 6 component diffracted from the Oat sur-
face with a long-range order. The Lorentzian FWHM's
(=2oi ) are 0.150+0.005 A ' along both [110]and [001]
azimuths. The ratio Ro of the Gaussian to Lorentzian is
87% and 82% along the [110] and [001] directions, re-
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spectively.
The fitting parameters as a function of temperature are

plotted in Fig. 8. For a comparison, we have also fitted
the higher-temperature profiles using the same fitting
procedure, i.e., by Eq. (29a). Below T=400 K, the
Gaussian width has no significant change while the
Lorentzian component continues to broaden. The ratio
Ro(T), as seen in Fig. 8(c), decays slowly at T(380 K.
All of these indicate that in this temperature region the
surface is Aat but the local step density and the surface
width slowly increase with temperature.

At T-380 K, Ro( T) starts to decay much faster. This
implies that the surface width increases and the local
steps start to generate quickly into the deeper surface lay-
ers. The Gaussian component, on the other hand, also
begins to broaden significantly at T-410 K, suggesting
that the 5 component, which represents the long-range

order of the Oat surface, no longer exists at this tempera-
ture. It is more convincing to see this point by referring
the integrated intensity as a function of temperature. As
plotted in Fig. 9, the integrated intensity of the 5 com-
ponent, which is calculated from the G +G*L fit, decays
quickly and drops to the zero level at T-410 K, while
the total integrated intensity changes slowly. The total
integrated intensity should only depend on the surface
atomic vibration (the Debye-Wailer effect and the anhar-
monicity).

The broadening of the Gaussian function signifies not
only the disappearance of the 5 component but also the
emergence of the power-law line shape. This is because
the power-law line shape, after convolution with the
Gaussian resolution function, still has a Gaussian por-
tion in the central part but its FWHM is broader than
that of the instrument response. It has been shown that
in the case of n=1, the convoluted power-law shape
broadens about 60%%uo if the Cyaussian instrumental
response has a 0.02 A FWHM. Therefore the broaden-
ing of the 6 component suggests that the fitting of
G +G *L may not be appropriate anymore and should be
replaced by a sum of K+G*L, i.e., Eq. (29b), which
would be consistent with both the experiment and the
theory.

B. High-temperature line shape

Before the K +G*L fit scheme is performed, we em-
ploy a more intuitive way to display the change of the tail
part of the measured angular profile as a function of tem-
perature. Figure 10 shows the log-log plots of the tail
part of the (00) beam (out-of-phase condition) in the [110]
azimuth at various temperatures. The data shown in Fig.
10 are raw data and they extend from 0.03 to 0.09 A
which are ~2.5o.

G so that the inhuence of the instru-
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FIG. 8. Plots of fitting parameters used in the G +G*L fit vs

temperature: (a) the Gaussian FWHM o.G, (b) Lorentzian

FWHM, and (c) the ratio Ro. The solid curves are guidelines to

the eyes.

FICx. 9. Temperature dependence of integrated intensities of
the (00) beam at the out-of-phase condition (E=27 eV). The in-

tegration is carried out in the [110]direction. The integrated in-

tensity of the 6 component is determined from Ro by means of
the G+G L fit.
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T) 380 K, they change slowly, only showing a slight
difference from that at T=382 K. This indicates that the
short-range roughness has reached saturation at T-380
K, and the long-range roughening effect starts to dom-
inate the change in the surface.

Figure 12 is a plot of the exponent n extracted from the
above-mentioned fits as a function of temperature. Below
380 K, n remains constant and is a very small number.
For T) 380 K, n starts to increase with temperature.
The transition temperature occurs at 415+10 K where
n =1. This conclusion is also consistent with the in-
tegrated intensity plot shown in Fig. 9, in which the in-
tegrated intensity of the 5 component drops to zero at
-410 K. On the other hand, as shown in Fig. 4, the
FWHM's of the angular profiles for the (00) beam are
0.0236 and 0.0429 A ' along the [110] and [001] az-
imuths, respectively, at T=422 K. The increases are
about 60% and 120%, respectively, compared with that
at low temperatures. As mentioned earlier, the quantita-
tive calculation has shown that the FWHM would in-
crease about 60% at n= l. The FWHM in the [110] az-
imuth agrees well with this 60% prediction while in the
[001] direction the 120% increase in the FWHM is twice
as much as that by the prediction. This "overbroaden-
ing" may be due to the anisotropic effect during the sur-
face roughening transition, which will be discussed in
Sec. IV C.

The measured transition temperature agrees remark-
ably well with a recent molecular-dynamics calculation.
This study predicts that the roughening should occur at
Tz =0.7T for a fcc(110) surface. For lead, 0.7T =420
K.

According to the bcSOS model, as the temperature ap-
proaches to T~ from above, the exponent n ( T) can be ex-
panded from Eq. (20) as

n(T)=1+C(T —Tz)'~, T& Tz,

where the constant C is easy to calculate from Eqs. (12)
and (6'), which are only functions of J„and J . However,
the increase of n (T) at T) Tz, as shown in Fig. 12, is
quicker. As a result, the fit of n (T) by Eq. (30) (C is the
only adjustable parameter) exhibits no significant
difference from that by using a linear relation:
n (T) ~ (T —Tz). The fit of Eq. (30) and the linear fit are
plotted as solid and dashed curves, respectively, in Fig.
12. An explanation regarding this is that the data we ob-
tained are only in a small temperature region (from 415
to 455 K). This range may not be large enough to exhibit
a significant deviation of Eq. (30) from a straight line. It
is not possible to measure the angular profile at the out-
of-phase condition for T) 460 K where the peak intensity
has reached the background level in our experiment.

C. The anisotropy of the roughening transition
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-0.65
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~ [001]azimuth

o [110]azimuth

-0.85

The anisotropy of the roughening transition in the
Pb(110) surface is quite obvious from Fig. 4, in which the
measured FWHM along the [001] azimuth broadens ear-
lier than that along the [110]azimuth, as the temperature
is close to Tz. At T=422 K, the FWHM of the [001]
direction has increased about 120% while that of the
[110]direction only increased about 60%.

Figure 13 shows the log-log plots of the tail intensity of
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FICx. 12. The exponent n (T) extracted from the K+ G L fits
as a function of temperature. The solid curve is the fit by Eq.
(30) and the dashed curve represents the fit by a straight line.
These two curves do not exhibit a significant difference in the
temperature region shown in the figure.

FICr. 13. The log-log plot of the (00) beam (out-of-phase con-
dition) for [001] and [110] azirnuths using the new scale:
S„a=S~b=g. The relative shift of the two curves is a direct
measure of the anisotropy parameter e as discussed in the text.
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the angular profiles in both [001] and [110]directions at
T=418 and 445 K. In order to extract the anisotropy
parameter e, we have rescaled the scale with respect to
S„a and S b, respectively, in the plots. From Eq. (28) for
large S and S, we let I(S„,O)=I and I(O, S~)=I .
One has

log, o(I ) = —(2—n)log, o(S a)+const,

log, o(I~ ) = —(2 —n )log io(S~ b) + (2—n)log, o( e) +const .

In the new scale, letting S a =S b =Q, we obtain

log io(I~ ) —log, o(I ) = (2—n)logio(E)

Therefore e can be obtained from the relative shift be-
tween the log-log plots along these two directions. As
seen in Fig. 13, such a shift at T=445 K is smaller than
that at 418 K, indicating that the anisotropy decreases
rapidly with temperature. The e's are then extracted
from the plots, which are 2.38 at 418 K and 1.79 at 445 K
(remember that for an isotropic case, @=1). Using the
value of e at T=418 K, we can estimate the coupling
constants J and J . Assuming approximately
e =exp[(J —J~ ) /k~ T] (rigorously speaking, it should
only hold for T=2Tz), and using Eq. (6'), we obtainJ = 1.22k~ Tg and Jy 0 35k~ TR. Hence the ratio
Jz Jy 3.46:1 . This ratio indicates that the interaction
along the [110] direction is much stronger than that in
the [001] direction and therefore it exhibits a large aniso-
tropic interaction in the surface. The significance of this
anisotropy will be discussed in the next section.

V. SUMMARY AND DISCUSSION

We have presented a detailed analysis for the
HRLEED experimental data collected from the Pb(110)
surface. The line-shape analysis based on the well-
developed roughening theory indicates that this low-
index metal surface undergoes a clear surface roughening
phase transition at Tz -415 K, which is —185 K below
the bulk melting temperature.

In addition, the measurement also indicates that an
enhanced surface atomic vibration occurs at about 380
K, just below the roughening transition temperature,
which suggests the surface enhanced anharmonicity may
be a possible driving mechanism for the roughening tran-
sition. The sequence of the instabilities in the Pb(110)
surface described in the present experiment is derelaxa-
tion and anharmonicity ( —380 K)~ surface roughening
(-415 K)~surface melting ( —560 K)~bulk melting
(-600.7 K). One instability drives the next until the bulk
melts.

The modified bcSOS model, proposed by Trayanov et
al., suggests that the anisotropic local defects, such as

pieces of (111)and (100) facets, play a leading role in the
roughening transition on a fcc(110) metal surface. The
thermal generation of a small piece of (111)facet is easier
than that of (100) facet and the surface tends to form the
(1Xn) missing rows (1X2,1X3, . . . , 1Xn, . . . ) or steps
parallel to the [110] direction. The critical quantities,
which determine whether or not the roughening transi-
tion could occur, have been given by

0 1.2247cT»i 0 imp

and by the anisotropy parameter v

'=(1.4142o ioo o iio)/o =J /J
where o.»&, o.

&pp, and 0.
&&p are the surface free energies in

the (111), (100), and (110) faces, respectively. Usually,
0 i i i & 0 ipp & 0 i ip. If o. is mildly positive and the anisot-
ropy parameter v ' is large, the roughening transition
could occur while if o. is positive but large and then v
is not large enough, the roughening would not be
favored. The quantity o., which reAects the energetic cost
of the generation of the (111) facet, depends on the ratio
of the surface energies: o.», .'G'iio. For the Pb(110) sur-
face, at T&300 K the large inward relaxation of the top
layer (as has been reported previously, "' the top layer
contraction is about 15.4+2.5%) results in a highly stable
(110) surface. Its surface free energy 0»0 is much lower
than that without contraction. As a result, at low tem-
peratures the large top layer relaxation leads to a smaller
anisotropy parameter v ' and a larger o. value. For such
v ' and o. values, the Pb(110) surface would not undergo
a roughening transition. However, the observed anoma-
lous expansion of the top layer at T) 380 K, which is fol-
lowed by the large anharmonicity, almost eliminates the
contraction. Under this dramatically changed situation,
the "derelaxation" significantly increases the free energy
o.

&&p and hence the relative energetic cost to form the
(111)facet defects and the steps becomes much less than
that at low temperatures. Consequently, this "derelaxa-
tion" drastically changes the critical quantities, o. and
v ', such that the roughening is favored and leads to the
roughening transition at T-415 K.

The above qualitative discussion shows that the surface
anharmonicity plays a key role in the Pb(110) surface
roughening transition. A similar situation was also ob-
served in the Ni(110) surface. More quantitative study
on this "derelaxation" induced anisotropic roughening
transition is desirable.
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