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Defect relaxation in amorphous silicon: Stretched exponentials, the Meyer-Neldel rule,
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Annealing and production of metastable defects in disordered solids is explained quantitatively
with a model in which defect relaxation is a local phenomenon. The stretched-exponential time
dependence of defect relaxation and the Meyer-Neldel rule for the relaxation-time constant are nat-
ural consequences of this model. The results are obtained by using an exponential distribution of
activation barriers for transitions between the two states of the local defect. The model, applied to
data in hydrogenated amorphous silicon, a-Si:H, gives an exponential distribution of barriers with a
characteristic temperature of 220'C, roughly equal to the accepted freeze-in temperature for defect
distributions in a-Si:H. The model explains that long degradation times convert defects with higher
barriers and this results in longer annealing times. The microscopic models of the metastable de-
fects in a-Si:H, weak-bond breaking and carrier trapping by charged dangling bonds, are discussed
in the framework of this defect-relaxation model.

I. INTRODUCTION

A. Aims

This paper presents a model for the kinetics of anneal-
ing and production of metastable defects (MSD) in disor-
dered solids with specific application to amorphous sil-
icon. I use a model of defect-controlled relaxation (DCR)
in which an ensemble of local defects relaxes without the
aid of a diffusing atom. Each defect may consist of more
than a single atom. The model gives a stretched-
exponential' time dependence for defect relaxation and
predicts that defect annealing or production obey a
Meyer-Neldel (MX) rule. I contrast this model with the
hydrogen-diff'usion-controlled defect-relaxation (HCR)
model and show that the HCR and DCR models both
explain most experimental data. These models give simi-
lar results because the defect relaxation kinetics are
governed by the underlying disorder of the amorphous
solid. However, some predictions of the DCR model, not
found in the HCR model, are supported by experiment.

annealing-induced conductivity increases, " and bias-
induced threshold voltage shifts in thin-film transistors'
(TFT's) are also observed.

Quenched in conductivity increases ' or ESR signal'
have received considerable attention recently. These re-
versible changes are believed to be connected with the
same defect or mechanism responsible for the SW effect.
They are produced by raising the film temperature above
a defect equilibrium temperature and then quenching to
room temperature. The increases can be completely re-
duced by raising the sample above the equilibration tem-
perature and then cooling slowly to room temperature.

Metastabilities occur in all types of a-Si:H and its al-
loys and have recently been observed in crystalline silicon
solar cells. ' In addition to their considerable scientific
interest, they are of significant technological interest be-
cause they result in the reversible light-induced degrada-
tion of a-Si:H solar cells and threshold voltage shifts in
TFT's. As yet there is no universally accepted model for
these phenomena.

1. Macroscopic models

B. Background

Twelve years ago Staebler and Wronski observed a
metastable decrease in the photoconductivity and dark
conductivity of hydrogenated amorphous silicon (a-Si:IC)
following prolonged illumination. These changes, known
as the Staebler-Wronski (SW) eff'ect, can be completely re-
moved by annealing at elevated temperature. There is in-
tense interest in this and related metastable effects such
as light-induced changes of the g =2.0055 electron spin
resonance (ESR) (Ref. 5) and luminescence, ' in undoped
a-Si:H, of junction capacitance of devices, and of solar-
cell efFiciency. Most of these metastable changes can
also be produced by charge injection. ' Reverse-bias

Many models for the SW effect have been presented.
Most are variations on two basic microscopic models.
These are the weak-bond breaking and the charge-
trapping defect model. Both explain most of the experi-
mental data and result in the same final metastable state
8; that is a neutral threefold-coordinated dangling-bond
defect (T3 ). This defect, since it is neutral and located
near midgap, is an excellent recombination center which
decreases the photoconductivity. Its unpaired spin in-
creases the ESR signal. The increase in the 0.95-eV de-
fect luminescence band is also explained by an increase
in these defects. These defects also compete with the nor-
mal 1.2-eV band-tail —band-tail luminescence and reduce
its intensity. However, the models postulate different an-
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nealed states, 2, and the mechanism leading to state 8.
The two models are outlined below.

8 eak bond. The earliest microscopic mechanism pro-
posed to explain the SW effect was light-induced breaking
of weak Si—Si bonds. Various authors ' ' suggest that
a defect is created when a wea~ or highly strained Si—Si
bond is broken following the absorption of a photon. The
photon promotes an electron from a bonding orbital to an
antibonding orbital followed by nonradiative recombina-
tion of the electron and hole. The recombination energy
breaks the bond between the fourfold-coordinated neutral
Si atoms (T4 ). This results in two neighboring T3, thus
explaining the increase in the ESR signal.

Breaking a weak bond is a multistep process.
Stutzmann describes the energy balance for this process
by comparing the energies of the weak-bond state and the
final state containing two dangling bonds. ' ' He lists
various excitations of the weak bond resulting in lower
final than initial energies. These include (i) illumination
resulting in excitation of an electron from a bonding to
an antibonding orbital on the weak bond, and (ii) charge
injection resulting in two holes or two electrons on a
weak bond. In process (i) the final energy is 0.4 eV less
than the initial energy; thus the weak bond should break.
Process (ii) results in no energy change, so the bond may
or may not break. In both cases the details of the bond
breaking are neglected. Local atomic rearrangement be-
tween the weak bond and two dangling bonds certainly
forms a potential barrier of unknown magnitude. This
may well be the rate-limiting step for any transition.

Stabilization and/or separation of the dangling bonds
is a crucial step. Dersch et al. and Morigaki et ah. pos-
tulate that a neighboring H atom changes its position to
separate the two dangling bonds. In this model, the pho-
ton energy must be transferred to a local mode both to
break the Si—Si bond and to move the bonded H to stabi-
lize and separate the two dangling bonds. Defect anneal-
ing is the reverse of its formation. The hydrogen atom
moves away, permitting the two dangling bonds to face
each other and recombine. It is not clear that the energy
available after the electron and hole have thermalized is
sufficient to break the weak bond and move the hydro-
gen. Based on their experiments with MSD defect pro-
duction by quenching from elevated temperature, Ka-
kalios et al. expanded this model to include the breaking
of the Si—H bond and diffusion of the H atom to (away
from) the weak-bond site to produce (anneal) the MSD.
Their rational for this H diffusion-controlled model was
the correlation between dispersive hydrogen diffusion and
MSD annealing. Stutzmann et al. ' experimentally inves-
tigated some of the models for the role of hydrogen and
concluded that if hydrogen were involved in the weak-
bond breaking, it could not be the rate-limiting step.

This weak-bond model, however, does not explain the
decrease in electrical conductivity in doped a-Si:H. The
weak bond contains two states that lie below the Fermi
level. The two T3 that are formed also contain two
states below the Fermi level. Thus no states are moved
from above to below the Fermi to decrease the conduc-
tivity, as required to explain the SW effect.

Charged dangling bond. Adler proposed an alterna-

tive to the weak-bond model. The model requires that at
least 10' cm threefold-coordinated negative and posi-
tive charged dangling bond defects ( T3 and T3+ ) exist
in undoped a-Si:H. Since these defects relieve local strain
they can exist in large numbers. He postulated that T3
is negatively correlated in certain strained regions of
a-Si:H, so a large number of charged dangling bonds
form in undoped a-Si:H. Of course, the correlation ener-

gy cannot be negative everywhere, because undoped
a-Si:H contains at least 10' cm unpaired spins that are
believed to be due to the neutral dangling bonds on T3
defects.

During illumination with band-gap light, electrons and
holes, respectively, are trapped on the T3+ and T3 de-
fects. This forms neutral defect centers, but without
rehybridization or relocation of the neighboring atoms.
Since the electronic levels of the trapped carriers are near
band edges, these defects are readily thermally ionized
back to T3+ and T3 except at low temperature. How-
ever, there is a small probability of rehybridization to
make a stable dangling bond. Since the T3+ and T3
have different bond angles than the T3, a lattice relaxa-
tion is necessary to stabilize the neutral dangling bond.
The 15 bond-angle change is expected to move the de-
fects' electronic level from near a band edge toward
midgap, where it functions as a more efficient recombina-
tion center and appears as a stable T3

Metastable defect annealing is the thermal excitation of
a charge from the T3 together with lattice relaxation to
reform the native T3+ or T3 . The annealing energy of
each defect is independent and related to the different
electronic transition energies of the T3 . The ionization
of an electron from a T3 to the conduction band requires
less energy than the ionization of a hole to the valence
band. Apart from this difference, there may be
differences in the energy of relaxation back to the
charged defects. Charge-sensitive measurements of an-
nealing of metastable defects in a large number of solar-
cell devices show that the annealing energy for hole re-
moval is always a few tenths of an electron volt higher
than for electron removal, in support of this model.

Recent thermodynamic models of inhomogeneous
a-Si:H with a positiUe correlation energy also predict
large numbers of charged dangling bonds. ' Branz and
Silver show that positively correlated charged
dangling-bond defects can exist in large numbers due to
short-range potential fluctuations. These potential Auc-
tuations arise from inhomogeneities in the a-Si:H on the
length scale of 5—30 A. The T3 are electron traps near
the conduction-band edge; the T3 are hole traps near
the valence-band edge. This model allows T3+ and T3
to coexist with T3 in spite of a positive correlation ener-

gy. Branz reinterpreted recent infrared ESR measure-
ments of Ristein et al. on a-Si:H containing roughly
10' cm T3 defects to indicate the presence of about
10' cm of T3+ and T3 . Recent depletion width
modulated-ESR measurements of Essick and Cohen
also appear to suggest that there are more T3 than T3
defects in undoped a-Si:H. ' Shimizu et al. , using a
combination of constant-photocurrent-method absorp-
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tion and light-induced ESR (LESR), also show that many
charged defects are present in undoped a -Si:H.

If charge-trapping defects exist in a-Si:H they can be
understood in analogy with crystalline materials, where
charge-trapping defect reactions are well known. Bi-
stable charge-state-controlled defects have been observed
in a variety of doped crystalline semiconductors. ' These
defects, described by a two-level system, change their
stable configuration with their charge state. A substan-
tial barrier, as much as 0.64 eV for the iron-acceptor de-
fect in Si, retards these configurational changes.
Branz describes metastable conductivity changes ob-
served by quenching from high temperature, illuminat-
ing, or charge-depleting doped amorphous silicon in
terms of bistable charge-trapping reactions involving the
dopant atoms. Whenever a charge-sensitive measuring
technique ' is used to study MSD in a-Si:H, a charge
change is observed as the defect makes the transition
from the annealed to the degraded state. These results
suggest the Staebler-Wronski and other metastable effects
may involve bistable charge-trapping defects, such as
T3+ and T3

2. Experiments

Production kinetics. The kinetics of light-induced de-
fect production at room temperature was given a quanti-
tative explanation by Stutzmann et al. ' They mea-
sured the kinetics of light-induced defect formation and
found that the number of defects increased roughly as the
cube root of the time (t ). They explained their data using
a model in which optically excited electron-hole pairs
nonradiatively recombine from band tail to band tail and
break weak Si—Si bonds. The sublinear t + ' time
dependence results because of the increasing number of
T3 defects that produce an alternative pathway for
electron-hole recombination. Of course, this explanation
also applies to the Adler model of the metastability.

Redfield and Bube find that a stretched exponential
fits published data of light-induced MSD production as
well as does the t' dependence originally modeled by
Stutzmann et al. ' Redfield and Bube postulate a rate
equation based on that of Kakalios et al. using the HCR
model. Redfield and Bube do not specify the physics un-
derling their rate equation. If they envision the HCR
model, the light would have to excite hydrogen motion.
However, there is no evidence for light-induced hydrogen
motion at room temperature.

Other experiments have implicated charge-trapping re-
actions. ' ' ' ' ' These experiments show that recom-
bination is not necessary, because degradation can be in-
duced by single charge injection in device structures.
The annealing kinetics are the same as for light-induced
degradation, implying that the same MSD's are produced
by single charge injection as light.

The literature regarding the thermal activation energy
for light-induced MSD production separates in two parts.
Near room temperature, a low thermal activation energy
is observed. Lee et al. and Stutzmann et al. ' find

E„,=0.04 eV for dangling-bond production observed by
ESR, and Nickel et aI. find E„,=0.06 eV for shifts in
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the threshold voltage in a TFT structure. However, at
higher temperature () 100'C), E„,= 1 eV. ' These
high-temperature results show that states A and B are
separated by an energy barrier on the order of 1 eV.

Measurements involving single charge injection always
show thermally activated MSD production with E„, on
the order of 1 eV. Nickel et al. injected charge in amor-
phous silicon TFT structures to produce MSD's, and find
E„,=0.7 eV. Similar results are obtained by Hepburn et
al. ' Jackson and Moyer injected charge in
a-Si:H/a-Si:N:H heterojunctions and find E„,=1.1 eV.
They also show that defect production in heterojunctions
obeys a stretched exponential. Although they analyzed
their data in terms of a HCR, it can equally well be de-
scribed by the DCR model, as I show later. Using elec-
tron injection in a variety of p-i-n and Schottky-barrier
solar cells, I find activation energies ranging from 0.6 to
1.1 eV in the temperature range above 370 K. ' '

Thus one may conclude that light supplies, by some
mechanism, the energy to surmount the energy barrier
between states A and B. At low temperature, it is the
dominant mechanism for producing the transition. Nev-
ertheless, at high temperature, thermal energy is more
important, so that a thermally activated process with a
high activation energy can be observed.

Annealing kinetics. Considerable data on the anneal-
ing kinetics of the MSD are available. I surveyed most of
the literature for annealing kinetics, and summarize the
data in Fig. 1, in terms of the annealing activation energy
(E„„)and the preexponential factor (v) of the annealing
rate R, =vexp( E„,/k~T—). The absolute temperature
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FIG. 2. The data labeled by n-i-p, p-i-n, or p-n are for an-

nealing data determined from capacitance transients (Ref. 25).
The data labeled by reference number are for conductivity
changes. Arrows indicate regions where electron or hole emis-

sion is observed during defect annealing.

is T, and Boltzmann's constant is kz. This type of plot
shows that the data"' ' ' ' ' ' obey a Meyer-
Neldel rule of the form In(v) ~ E„,. It is remarkable that
these data, from a wide variety of measurements on
doped and undoped a-Si:H, are distributed along a
straight line. From this, one is tempted to say there is a
common defect for all the metastable effects. However,
this behavior does not mean there is a common defect,
only that the measurements reAect an underlying disor-
der common to all defects in amorphous si.licon. In this
article I show how the disorder permits different defects
to exhibit similar annealing behavior. Most samples in
Fig. 1 are represented by a single point. Nevertheless,
some samples exhibit two distinct annealing energies. In
Fig. 2, I replot the data from samples exhibiting multiple
annealing energies.

Most of the data in Fig. 2 are for p-i-n devices, where
the charge state of the defect is measured by transient ca-
pacitance. Both electron-and hole-containing defects
have been observed in the same sample. The electron-
containing MSD anneals with E„,~ 1.2 eV, as it loses an
electron. The hole-emitting MSD's have E„,~ 1.35 eV.
Nevertheless, both lie along the same Meyer-Neldel rule
line.

Other points in Fig. 2 are for conductivity measure-
ments, which show both an increase and decrease on a
single sample. These changes anneal with different ac-
tivation energies. Measurements by Deng and
Fritzsche showing this phenomenon in phosphorous-
doped a-Si:H are reproduced in Fig. 3. Following light-

, 0 I 1 I l Illa'
I I I I IIII) I I I I IKII) I I I I IIII( I I6.

5.5—

E
D

CO

5.0—
C3

a
O0

4.5— I
I

I
I

I
r

rr

fully annealed
10s degradation

- - - - 600s degradation
T=140'C

-4

10 100 1000 10000

Time (s)

FIG. 3. Annealing of conductivity for a lightly
phosphorous-doped sample following 10-s and 10-min degrada-
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induced degradation, the conductivity is depressed as in
the SW effect. However, during annealing, the conduc-
tivity returns to its state 3 value and then continues to
increase. Finally, this increase anneals away, and the
conductivity returns to its folly annealed value. This
phenomenon has also been observed in p-type and com-
pensated material. In all cases, the conductivity in-
crease has the higher annealing activation energy.

These two conductivity or charge changes that anneal
with distinct activation energies show that there are two
distinct defects in a-Si:H. This result is consistent with
the charged dang1ing-bond mode1, but is hard to explain
with the weak-bond model.

3. Recent models of defect relaxation kinetics

Hydrogen diffusion controlled. The Xerox group '

postulated that the rate-limiting step in MSD formation
or annealing is hydrogen diffusion. They view each meta-
stable defect reaction as a hydrogen-diffusion-controlled
reaction. Street et al. discovered that the hydrogen
diffusion coeKcient is time dependent. They connect this
result to MSD annealing by assuming that the annealing
rate is determined by the time dependence of the
hydrogen-diffusion coefFicient. This yields a time-
dependent rate equation for MSD relaxation. The solu-
tion of the resulting rate equation is a stretched exponen-
tial, consistent with the experimentally observed anneal-
ing kinetics of MSD's. Jackson ' used the idea of disper-
sive transport of hydrogen (analogous to that of
multiple-trapping carrier transport in a-Si:H) to derive a
Meyer-Neldel rule for defect annealing. In this HCR
model, the random walk of the hydrogen through an ex-
ponential distribution of trapping sites is the key to un-
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derstanding the defect-relaxation kinetics. In order for
this model to be consistent with its fundamental premise
that it is the macroscopic hydrogen motion, as measured
by the diffusion experiments, the hydrogen atom must
move a macroscopic distance during defect relaxation.

Defect controlled A. second class of models supposes
that the defect itself, rather than the diffusion of another
atom to it, controls the reaction kinetics. An internal
barrier to defect reconfiguration determines the rates of
creation or annealing in these defect-controlled reac-
tions. ' Defect annealing or production in the weak-
bond or charged dangling-bond models could be a DCR.
All metastable defects in crystalline solids certainly ex-
hibit a DCR because there is no mobile species to deter-
mine nonlocal kinetics.

An example of a DCR that gives a stretched-
exponential relaxation is electron emission in anthracene.
Campos et al. used an exponential distribution of traps
that decrease in number from the conduction-band edge
toward midgap to derive this rate law. However, they do
not connect this to the MN rule. Dyer uses a general
phenomenological model with the same exponential dis-
tribution to derive a Meyer-Neldel rule for electron trans-
port in disordered material.

V)
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O
CL
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FIG. 4. Configuration coordinate diagram of a MSD. Ener-
gies are defined in the text.

C. Paper outline

In this paper, I present a brief outline of the derivation
of a stretched-exponential relaxation based on the DCR
model and show how this leads to a MN rule for produc-
tion or annealing of MSD. Section II develops the gen-
eral mathematical formalism for defect-controlled relaxa-
tion. In Sec. III, I compare the results with experimental
data and the HCR model. The two main microscopic
models of the Staebler-Wronski effect are discussed in
terms of the DCR and HCR models in Sec. IV. Section
V summarizes the paper.

II. DEFECT-CONTROLLED
RELAXATION MODEL

The results of this section were briefly presented else-
where. ' In this paper, details of the calculation are
given, as well as predictions of the model and comparison
with experiment and the microscopic defect models.

A. Two-level system

The transitions involved in MSD production and an-
nealing can be understood with reference to the two-level
configuration coordinate diagram shown in Fig. 4. In
this representation, a MSD is either state 3 or B. Since
defect production leads to a saturated value of defects on
the order of 10 ' cm eV ', I consider that there are
a finite number (XD) of defects. In equilibrium, most of
the defects are in state A. The barrier to the transition
between states is a one-dimensional representation of a
multidimensional configuration space, through which the
defect passes during the transition. The energy axis
shows the enthalpy rather than the free energy. In reali-
ty, one should consider the free-energy change in the
transition from state 3 to B. In this paper, I neglect

any entropy change of an individual defect in the transi-
tion. The transition from state 2 to state B(A B).
proceeds over the barrier of height E~ ~ and the transi-
tion from state B to state A (B A ) proceeds over the
barrier E& z.

In an amorphous material disorder produces a varia-
tion in barrier heights and energy minima among
different defect sites. The ground-state energy and the
metastable minimum can also vary among the different
defects. However, I consider only a distribution of bar-
rier heights, E~ ~ and E~ ~. Each individual defect,
however, has a well-defined energy barrier. In contrast,
an ensemble of MSD's in a crystalline material is com-
posed of equivalent defects, so there is a single well-
defined energy barrier for each process.

Thermodynamic equilibrium arguments show how
exponential defect distributions, characterized by the
temperature T*, result when defects are frozen in when
cooling below T . Since defects are in thermodynamic
equilibrium above T*, their distribution is given by a
Boltzmann expression of the form
Xd f Xoexp( FIk~ T* ). F is the —Gibbs free energy of
formation of the defect, and No is the number of defect
sites. Below T*, thermodynamic equilibrium cannot be
maintained, so that the defect distribution reflects that at
T*. Examples include both band tails.

An extension of the above arguments suggests that all
defects will be distributed exponentially in energy. I as-
sume that the energy barrier mirrors the formation ener-
gy. In principal, defect distributions could be exponen-
tially increasing or decreasing functions of the barrier
height. If the defect density decreases with barrier
height, then the model of Campos et al. shows that de-
fect relaxation will be characterized by a stretched-
exponential time dependence. If the defect density in-
creases with barrier height, then the calculation below
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B. Rate equation and Meyer-Neldel rule

The time rate of conversion of MSD from one state to
the other is given by an elementary first-order rate equa-
tion. The density of defects in state 3 per unit volume

per unit energy at energy E; is n„(E; ); the density in

state B is ns(E, ). The transition probability per unit

time per defect from state A to B is W„s(E; ); for B to
it is Ws ~(E;). The rate of change of n„(E, ) or

ns(E, ) is

dn (E; )

dt

dna(E; )

dt
= —n„(E, )W„s(E; )+nti(E, )Ws „(E,) .

(1)

shows that defect relaxation is also characterized by a
stretched-exponential time dependence. However, as I
point out later, these two difFerent model distributions
lead to slight difFerences in MSD annealing behavior.

For purposes of the calculation below, I assume that
defects with the highest barriers have the lowest forma-
tion energy, and use the height of the energy barrier to
parameterize the defect. The ith defect in the ensemble is
characterized by a barrier energy E, . This barrier height
depends on the direction of the transition; i.e., E; =E~ B
for the transition A - B, and E, =EB ~ for B = A. The
barrier heights are assumed to extend from some
minimum value to a maximum of E z for Ez B and E~B
for EB ~.

N~ (t ) = g n ~ (E; ); Nti(t ) = g nti (E; ) .

Using Eqs. (1) and (2), the rate of change of Nz (t ) or
Nii(t) is

dN~(t )

dt
de(t)

dt

= g [ n„(E;—)W„s(E; )

+ ns (E; ) Wii ~ (E, ) j .

Since I assume that the states are distributed continuous-
ly in energy, the summation is converted to an integra-
tion over the barrier energy E. The assumed exponential
distribution functions for states 3 and B, respectively,
are

The first term on the right-hand side of Eq. (1) is the rate
of transition A .B. The second term, the rate of transi-
tion B—- 2, represents annealing. -Most probes of the
defect density are not energy specific. They only measure
the total number of defects in a particular state. The to-
tal population in states A and B are, respectively,

dna(E) +yak T+ dna (E ) Egg T+

dE
—Kg 8 and

dE KB8

where a ~ and vs are normalization constants, determined from Eq. (2). They are

(4)

N (t) g gk T*
Kg- mA B

k, T'
Nti(t) —z zk r*

and KB =
kB T*

where E z and E B are the maximum barrier heights defined above. Using the assumed distribution functions and
passing to the continuum limit, Eq. (3) becomes

dN„(t ) —(E A
—E)/kB T B QE

El kB T* Ei I,T*

where E, is the lower limit of the integration, and is discussed below. Since an individual defect is either in state 3 or
state B, Ns(t ) and N„(t ) are related by

ND=Ns(t)+N„(t) . (7)

This condition implies that a fixed number (e.g. , strained bonds or charged dangling bonds) of defects are determined by
deposition conditions. These defects may or may not be part of the ensemble of the normally observed dangling bonds.
This consideration is secondary to the relaxation analysis presented here. The annealed state is defined by
N~( ~ )))Ns( ~ ).

Defect annealing is generally a thermal process. Light-induced degradation usually exhibits a weak thermal activa-
tion near room temperature. Nevertheless, at high temperature ( ) 100'C), light-induced degradation is thermally ac-
tivated with a high activation energy on the order of the annealing energy. ' '

For a thermally activated process, the transition rates are

—E/l 8 T —E/j(8 TW„,(E)=k.be
' and W, „(E)=kb.e (8)
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E& =k~T ln(vt;„) . (9)

Similar reasoning shows that defects with conversion
times longer than t „,the longest experimental time, do
not have a significant probability of making a conversion.
Thus the maximum energy of the converted defects is re-
lated to t,„by E,„=kz Tin(vt, „). This will affect the
value of E ~. Consider that some process has driven the

where k,& and k&, are the transition rate constants which
depend upon the transition mechanism. For the two mi-
croscopic models of defect formation considered here, it
is electrons or holes that cause the transition. Thus k,& is
a function of the carrier density. The annealing prefactor
kb, is on the order of a lattice vibration frequency co.

If the energy for defect conversion is supplied by
electron-hole pair recombination, this nonthermal pro-
cess can be incorporated in the present model by assum-
ing the following: (i) the absorbed photon transfers most
of its energy into a local mode of the defect; (ii) the pro-
cess can be characterized by an increase in local tempera-
ture to a value TL. In this case I express the transition—E//cB TLrate as W„~(E)=kL e . The transition rate con-
stant is kL . I continue by considering only thermally ac-
tivated transitions whose transition rates are given by Eq.
(&).

To solve Eq. (6), the lower limit on the integration
must be specified. States with low barriers have short
conversion times. If the conversion time for these states
is less than the minimum time (t;„)in the measurement,
these states remain in equilibrium throughout the entire
measurement, and their change cannot be observed. The
conversion time is related to the barrier height in the usu-
al way, so that t;„=v 'exp(E

&
/k~ T ) This. time

separates those states that reconfigure during the mea-
surement from those that remain in equilibrium. This
gives physical meaning to v, the "attempt to reconfigure"
frequency which characterizes the ease of
reconfiguration. It is the proportionality constant be-
tween the energy cutout' for the observable states and the
time scale of the measurement. If v is large, then only
states with high barriers will take part in MSD relaxa-
tion. Conversely, if v is small, low-energy barriers will be
observed. Therefore, the minimum observable transition
energy is related to t;„by

system of defects toward state B for a time t,„. Thus
only those states for which E ~ ~ k~T ln(vt, „) will be
in state B. In equilibrium, the distributions have com-
pletely equilibrated, so that the maximum barrier heights
will be determined by the structure of the material rather
than the details of the conversion process.

The meaning of these energies in relation to the distri-
bution of states is shown in Fig. 5. Only those states in
the region between E, and E,„are observed. These are
the states that relax during the measurement. Because of
the exponential distribution of states, their number in-
creases rapidly with degradation time. Therefore, more
of the high-energy, harder to convert, states become
metastable with longer degradation. Their number also
increases exponentially with temperature. Those states
that are hard to convert are hard to anneal. This is
shown by the shaded region in Fig. 5. The region E, to
E „shows the population of state 8 for degradation for
a certain time. Increasing the degradation time by ht in-
creases E,„by k~ T 1n(b t ). These additional defects are
shown by the shaded region in the figure. Because of the
connection between conversion time and barrier height,
those defects with highest-energy barriers will anneal last.
If, in contrast, there were more defects with low-energy
barriers, longer degradations would not produce an ob-
servable number of defects that are harder to anneal.

Various mechanisms can cause the transitions 3 =8
and B = A. In the weak-bond-breaking model, hole
trapping in a bonding orbital is the first step of
A —=-B. ' The bond-breaking activation energy is sup-
plied by the subsequent electron-hole recombination.
This implies that the recombination energy must be local-
ized to the weak bond. However, the transition could
also be thermally activated if the bond breaking is
thermally assisted.

A charge-trapping reaction such as the Adler mecha-
nism involving charge capture plus thermal energy
could also cause the transition. The barrier to the transi-
tion is the energy associated with the changes in bond an-
gles as the defect relaxes to accommodate the new charge
configuration.

The integration in Eq. (6) is straightforward. As long
as a = T/T* (1, the argument of the integral decreases
exponentially at higher energy. Thus the lower limit
dominates the integral. Performing the integration in Eq.
(6) gives

—(I Ei )

mA B +N (r)k mB B
)

B
(10a)

where 1"=1/k&T 1/k&T )0. Th—e time dependence of E& is explicitly shown by substituting Eq. (9) in Eq. (10a) to
give

—
[ N (r)k + mA B +N (r)k + mB B (lob)

Conservation of the total number of defects allows the solution of Eq. (10b) to be expressed in terms of either N~ or
N„using Eq. (7). The solution of Eq. (10b) for the number of defects in the degraded state B is

1+@
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where C& is a constant to be determined from the initial conditions, and

k ba —(E ~
—E ~ /k~ T*)

e
k, q

which determines the population in the steady state. The defect relaxation time is

+E /k T
~

—
le act B (13)

E„,=k~ T*ln( v) +EMN (14)

and
—(E A/kBT ) B/kB T )

EMN =k& T*ln(1 —a) —k& T*ln(k, be
~ +kb, e ~ ~

) . (15)

z„ is the characteristic time for the defects to relax to
steady-state conditions, and E„, is the thermal activation
energy for this relaxation. The last term in Eq. (11)
shows that any disturbance produces a stretched-
exponential relaxation rather than a simple exponential
relaxation. Equation (14) is just the Meyer-Neldel rule
connecting E„,to the logarithm of v, and is illustrated in
Fig. 1.

Equations (11)—(15) can be used for annealing or pro-
duction. Either Nz(t) or Nz(t) can be eliminated from
Eq. (10) using Eq. (7). However, the initial conditions are
different, and the rates kb, and k, b depend on the type of
transition. The barrier energy E z, as discussed above,
depends on the amount of degradation.

The steady state is reached when the annealing and
production rates become equal. This condition is not
often attained at room temperature because annealing is
so slow. Nevertheless, steady-state conditions can be
reached in minutes to hours at elevated temperature.
In the steady state, dN&(t)Idt = —dN&(t)Idt =0. Set-
ting the right-hand side Eq. (6) to zero gives the following
general relation between N„( ~ ) and Nz( ~ ):

Em~ —E~~ kb,
N„( ~ ) =N~( ~ )exp

k~T k, b

(16)

III. COMPARISON WITH EXPERIMENT

The steady-state population ratio in the two states is
governed solely by the details of the transitions in either
direction over the barrier and the difference in barrier
heights. In this case, E „—E ~ is just the difference in
the ground-state energies. In thermal equilibrium in the
annealed state it is reasonable to assume that k,b

=kb„so
that the population ratio is given solely by the difference
in the ground-state energies and the temperature.

I have demonstrated that defect-controlled relaxation
is a general model which produces both stretched-
exponential relaxation and a MN rule. I next apply this
formalism to MSD annealing and production experi-
ments. The two main microscopic models, weak-bond
breaking and charge trapping, are discussed in the con-
text of the DCR model of production and annealing. Fi-
nally, the DCR and HCR models are compared in order
to point out their similarities and differences.

A. Defect production

The expressions derived in Sec. II B can be applied to
the thermally activated defect production observed for
single charge injection as well as light-induced produc-
tion at elevated temperature. They can also be used for
nonthermal production, assuming the light raises the lo-
cal defect temperature.

Equation (11) is used directly to find the time depen-
dence of MSD production. Under illumination or during
charge injection, k,&

))k&, . Therefore, the transition
rate from 2 -=B is much larger than B—.3 and y « 1.
Thus

Energy
max

(17)

FIG. 5. Logarithm of the density of populated defects vs bar-
rier energy. The solid diagonal line is the assumed exponential
density of defects. The region between E, and E „represents
the defects observed in an annealing experiment.

with the definitions for ~, and E„, given by Eqs.
(13)—(15), respectively. The constants N~(0) and Nz( m )

are the initial and steady-state densities, respectively.
Equation (17) shows that the increase in defect density
obeys, a stretched-exponential time dependence.
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The activation energy for production is calculated us-
ing Eqs. (14) and (15). Since k, i, »kb„ the last term in
Eq. (15) can be neglected, and

E„,=E „+ksT* ln(v)+In (1—a)
ab

+ small terms . (18)

The leading term in E„, is E z, which shows that the
activation energy is determined mainly by the maximum
barrier height. However, there is a logarithmic correc-
tion to it that depends on the strength of degradation
(i.e., the light intensity) through the transition-rate con-
stant k,b. Equation (18) demonstrates that production
should obey a Meyer-Neldel rule. However, this has not
yet been experimentally verified in the detail that it has
for annealing.

The high activation energies observed from defect-
production experiments made at elevated temperature
show why thermally activated defect production does not
compete with light-induced defect production near room
temperature. The amount of thermally activated defect
production to be expected at room temperature can be es-
timated from Eq. (17). The line in Fig. 1 relates v to E„,
if we assume that this relation also holds for production.
Figure 6 is a plot of the time for 10% conversion from
state A to 8 at various temperatures. Samples with typi-
cally E„,=1 eV convert slowly at room temperature. It
takes about five days to convert 10% of the states, and
two years to reach saturation. Since saturation of the
Staebler-Wronski efT'ect typically takes less than a year
and 10%%uo of the states can be converted in minutes,
thermally activated conversion does not appear to be im-
portant at room temperature. Nevertheless, for defects
with low activation energy, thermal conversion at room
temperature is likely. For example, if E„,=0.5 eV, then
10%%uo conversion takes less than an hour. Values of E„,
below 0.6 eV are, however, usually associated with large
concentrations of carbon. In fact, it is the low E„, that

B. Defect annealing

All experiments show that MSD annealing is thermally
activated. Therefore, Eq. (11) can be used directly for
MSD annealing to give

Nii(t) Ns( ~ ) =—[Nii(0) Nii( ~ )—]e (19)

with r„and E„, defined by Eqs. (13)—(15), respectively.
The defect density reverts to its equilibrium value NIi( ~ )

with a stretched-exponential time dependence. E„, is the
slope of an Arrhenius plot of ln(r„) versus I/T. The an-
nealing rate function (S( t ) = t [dN~ ( t ) idt ] ) which
characterizes the distribution of annealing times for the
MSD is maximized for t =r„(T).

An expression for the annealing activation energy can
be obtained from Eqs. (14) and (15) with the assumption
that k,b =kb, . These terms are expected to be on the or-
der of a lattice vibration frequency ( = 10' s '). Since
E z )E ii, the term containing E „ in Eq. (15) can be
neglected, and

E„,=E s+kiiT* 1n(v)+in (1—~z)

ba

makes degradation so easy in these materials. This is a
serious problem for solar cells that use a carbon-based al-
loy for the p layer.

In Sec. II, I showed how the DCR model also explains
nonthermal defect production by assuming that the ab-
sorbed photon transfers most of its energy into a local
mode of the defect to raise the local temperature to a
value TL. A stretched exponential for defect production
results by replacing T by TI in Eqs. (10a) and (10b).
However, the dispersion parameter becomes
a=1 —TL/T . A stretched exponential that mimics the
t ' law is obtained for o.= —,'. This gives a physical basis
for the phenomenological arguments used by Redfield
and Bube. Testing this idea, however, requires careful
experiment to determine whether or not u is a
temperature-independent constant.

10 + small terms . (20)
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FICx. 6. Time for 10% conversion from state 2 to B vs tem-
perature for different activation energies.

The leading term in E,« is E~~ This shows that the ac-
tivation energy is determined mainly by the maximum
barrier height surmounted during degradation. In con-
trast, the activation energy for MSD production is deter-
mined by E „(see Sec. III A). Equation (20) is the
Meyer-Neldel rule for MSD annealing.

Figure 1 shows a large range of annealing energies,
covering a variety of measurements on all types of sam-
ples and devices. It is clearly inappropriate to refer to a
single annealing activation energy in a-Si:H. The large
range of activation energies arises from the Meyer-Neldel
rule behavior. The large variation in "attempt to
reconfigure" frequency produces the large range in an-
nealing energies rather than any variations in E z with
time of degradation.

Nevertheless, small changes in E„, can arise from the
increase in E ~ with degradation time. The maximum
energy of the states converted during degradation is es-
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timated from arguments similar to those leading to Eq.
(9) to give

E z =ks T ln(k, b &d ), (21)

1 0 I ~ I I I I II I I 1 I I I ~ Ii I ~ I I IIIII

where td is the time of degradation. Substituting Eq. (21)
into Eq. (20) shows how the activation energy and thus
the annealing time constant depend on td. The longer the
degradation time, the longer the annealing time. Similar-
ly, the maximum of the annealing rate function will move
to longer times.

The data in Fig. 3 reproduced from Ref. 49 for the
change in the dark conductivity due to intense illumina-
tion are a good example of the increase in annealing time
with longer degradation time. The number of defects
converted also increases, as shown by the larger conduc-
tivity changes. The distribution of annealing times for
conductivity relaxation can be found by computing the
annealing rate function [S (t ) =i(der Idt )] for the data
in Fig. 3. This function is plotted in Fig. 7.

Figure 7 clearly shows that increasing the degradation
time increases S (t) at long annealing times but leaves
S (t) essentially unchanged at shorter times. S (t) is
roughly proportional to the energy distribution of
degradation-induced defects that are annealing at a time
t. The data at short annealing times show that the num-
ber of defects with low barriers saturates after a brief de-
gradation. However, it takes a longer degradation to
convert the defects with higher barriers. Figure 7 also
shows that there are more defects with higher barriers.
Thus, these experimental results are best explained with a
distribution of defects that increases exponentially with
barrier energy, as sketched in Fig. 5.

Other experiments also support the prediction of in-
creased annealing time with increased degradation time.
Guha eI; al. ' report that degradation at higher tempera-

ture produces defects that are harder to anneal. This im-
plies that degradation is thermally activated and that
higher temperature permits higher barriers to be sur-
mounted. Other experiments show that longer degrada-
tion times at a fixed temperature produce recombination
center density and ESR spin signal increases as well as
solar cell and conductivity changes that are harder to
anneal.

Figure 8 shows additional data demonstrating that
longer degradation converts more defects with higher
barriers. The change in open-circuit voltage (V„) in a
p-i-n solar-cell monitors the number of MSD's. The an-
nealing rate function [Sv (t ) =t(d V„/dt )] is plotted
versus annealing time in Fig. 8. The data clearly show
the expected increase in the annealing-time constant with
increasing degradation time. Nevertheless, the lengthen-
ing is not as much as predicted by Eq. (21). This relation
would predict a thousandfold increase in the annealing
time, whereas the experimental change is not much more
than an order of magnitude. An explanation for this
discrepancy is that the distribution of barrier heights in-
creases less rapidly than for an exponential distribution.
An additional example of annealing-time increases with
degradation is found in Ref. 25, where the actual number
of defects was determined directly from transient capaci-
tance measurements.

C. Meyer Ne1del rule -from experiment

Whenever the parameters v and E„, are determined
from an annealing experiment, they cluster along the
Meyer-Neldel line, as shown in Fig. 1, indicating that all
metastable phenomena in amorphous silicon obey the
same MN rule. This result is consistent with the model
presented in Sec. II, and shows that the underlying disor-
der of amorphous silicon giving an exponential distribu-
tion of defect barriers controls the annealing of metasta-
ble effects.

The parameters in Eq. (20), which describe the Meyer-
Neldel relation for E„„aredetermined from a linear re-
gression fit to the data in Fig. 1. They are E ~ =1.3 eV
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FIG. 7. The annealing rate function vs log&o(t) for the data
shown in Fig. 3. The value of ~~ is the characteristic annealing
time for the distribution. td is the time of degradation.

FIG. 8. Sv (t) for a p-i-n solar cell for two different degra-
OC

dation times at 359 K (from Ref. 25).
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and k~T'=0. 042 eV. I assume that kb, =10' s ', a
characteristic phonon frequency. The last two terms in
Eq. (20) representing small corrections to E ~ are
neglected. The value of T*=490 K is in excellent agree-
ment with T*, determined from the quench-in tempera-
ture for metastable defects in undoped a-Si:H. The
good agreement between these two values suggests that
the distribution of defect barriers is frozen in at the same
temperature as the other gap-state defects. The thermo-
dynamic model of disorder-induced defects predicts
that all defect distributions are exponential and are deter-
mined by the same T*.

Scatter in the data is expected, since E ~, E z, and
k~T* can vary slightly among different samples and ex-
periments. As Eq. (21) shows, scatter in E ~ due to
changes in degradation time would be at most 0.1 eV.
Variations among different samples could be larger.

order of 1 eV, there must be a barrier to reforming the
bond. Certainly, disorder will give a distribution of these
barriers. By assuming that the distribution of barrier
heights is exponential, the DCR model can be used and
the arguments in Sec. II show that annealing will obey a
stretched exponential and give a Meyer-Neldel rule.

The weak-bond model that includes hydrogen bonded
to silicon ' ' would fit equally well into the above
framework. In this model, the Si—H bond moves to
separate the dangling bonds. This bond movement
presents a potential barrier with disorder giving a spread
in barrier heights. This model is to be distinguished from
the HCR model, in which the H is envisioned to diffuse,
via bond breaking or insertion, to the weak-bond defect.
In this HCR model, the bottleneck for both annealing
and production is the macroscopic hydrogen movement
away from the defect.

IV. COMPARISON WITH MICROSCOPIC MODELS

In this section I compare the DCR model with the
weak-bond breaking and charge-trapping models. I also
compare annealing and production kinetics predicted by
the DCR version of the weak-bond-breaking model and
the charge-trapping model with predictions of the HCR
model.

A. Weak-bond model

An assumption of the weak-bond-breaking model is
that the energy to surmount the barrier Ez z is supplied
by electron-hole recombination. However, the energy
could also be supplied thermally. The potential barrier is
assumed proportional to the strength of the weak bond,
and likely decreases with the electronic energy difference
between an "ideally bonded" valence-band electron and
the valence-band-tail electron in the weak bond. The
density of weak bonds decreases exponentially with ener-

gy above the valence band.
McMahon and Crandall measured a distribution of

hole traps that could correspond to these weak bonds.
They find a narrow distribution about 0.5 eV above the
valence band. These hole traps disappear with intense il-
lumination and reappear during annealing. In the weak-
bond model, this would correspond to hole trapping fol-
lowed by bond breaking to form dangling bonds which no
longer function as traps. The first step is hole trapping in
the weak bond, which is equivalent to exciting an elec-
tron from the bonding orbital.

If hole trapping is the precursor to weak-bond break-
ing, then there is competition between the weak-bond re-
laxation and thermal emission of the hole. Holes trapped
at an energy E, from the band edge are emitted at a rate
R, ~exp( E, /k&T). Thus the w—eakest bonds, farthest
from the valence band, hold their holes longest and break
with a probability proportional to R, . Since R, is
thermally activated and the valence-band tail is exponen-
tial, the formalism in Sec. II can be directly applied to
creation of defects in the weak-bond-breaking model.

Upon annealing, two T3 defects reform the weak
bond. Because the annealing activation energy is on the

B. Charge trapping

T, '+( —q) —(T, )* ' T,
relax

(22)

The first part of the reaction shows the charge of —
q

trapped by T3~ to form the unrelaxed T3 defect labeled
( T3 )*. The next step is relaxation to the stable
dangling-bond defect. Since Si—Si bond angles must
change during the relaxation process, there is a barrier to
be overcome. The distribution of environments for these
charged defects produces a distribution of barrier
heights. Thermal emission of the trapped charge, at a
rate R„competes with relaxation. Thus only those states
farthest from the band edge retain their charge long
enough for relaxation to take place. Since R, is thermal-
ly activated, the formalism in Sec. II can be directly ap-
plied to defect creation by this general charge trapping
reaction.

Whenever a charge-sensitive measurement is used to
study metastable defects, charge trapping or emission is
observed. Transient capacitance measurements on
Schottky barrier, p-n or p-i-n devices' ' and experi-
ments with heterojunctions' all clearly indicate that
charge change is associated with MSD formation and an-
nealing. The measurements, however, do not distinguish
whether charge change produces a charged or neutral de-
fect, only that there is a change of charge on MSD forma-
tion. No one has directly measured whether this process
accounts for the majority of the defects formed, nor
whether the charge change produces spins measurable by
ESR. The only evidence that dangling bonds are pro-
duced is indirect: the annealing and production kinetics
are the same in both capacitance and ESR experiments.
In solar-cell devices, capacitance changes (charge
changes) are correlated with degradation of both the
current and photovoltage. The maximum number of
charged defects that can be produced by illumination is
about the same as the maximum number of spins or
midgap defects produced in similar experiments.

Trapping of a charge (q) and the eventual conversion
to a dangling bond requires the two steps represented by
the reaction
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The result of McMahon and Crandall, that holes
trapped above the valence band convert to recombination
centers on prolonged illumination, is most easily ex-
plained in terms of the Adler model. The hole is
trapped on a T3 defect forming a ( T3 )* defect. Most
of the time, the hole is thermally emitted to the valence
band. However, occasionally the (T3 )* defect relaxes to
form a stable T3 . Since the T3 is negatively charged, it
is an excellent hole trap. However, once the hole is
trapped, the center is neutral, making recombination
with an electron unlikely. This is a "safe hole trap. "

Annealing is the reverse of reaction (22). The stable
dangling bond relaxes to its original charged
configuration.

In summary, thermodynamic arguments suggest that
both charge trapping and weak-bond breaking or reform-
ing take place over an exponential distribution of barrier
heights. Thus annealing will obey a stretched exponen-
tial and give a Meyer-Neldel rule, in agreement with ex-
periment. The two microscopic models both fit easily
into the present DCR model. However, the charge-
trapping model is consistent with more experiments. It
best explains the fact that there are charge changes dur-
ing MSD conversion. Similarly, the T3 is a better safe
hole trap than the weak bond.

E„,=k~T*ln(v)+k~T*ln
Boo

(23)

C. Comparison of HCR and DCR models

The HCR model ' also gives a good fit to the data in
Fig. 1. The stretched-exponential decay is of the form of
Eq. (19), with a relaxation time given by an expression
similar to Eq. (13). Analogous parameters take the same
values when the data are analyzed with either the DCR
or HCR models. For example, the distribution of
hydrogen-bonding energies is an exponential of slope
k&T'=0. 42 eV. This is the same value as the thermo-
dynamic disorder in the DCR. The two models, based on
quite different physics, explain the same set of data equal-
ly well using analogous parameters. The reason that both
models give the same annealing and production kinetics
is that the underlying disorder in the amorphous silicon
is the main determinant of the form of the relaxation in
each model.

One cannot use the Meyer-Neldel rule nor the fact that
annealing follows a stretched exponential relaxation to
test which model fits the data best. The good correlation
between hydrogen transport and annealing of metastable
effects is often cited as evidence that hydrogen is involved
in MSD reactions. ' However, since both models fit the
annealing data, defect-annealing kinetics cannot be used
as proof that hydrogen is involved in metastable defect
relaxation.

The DCR and HCR models to differ, however, in a
small term in the expression for the activation energy for
annealing. In the HCR model, ' the activation energy is

where 3 is a constant and Boo a microscopic hydrogen-
diffusion coefficient. Because this expression does not
contain a term equivalent to E b, E„, does not depend
on degradation time. The initial distribution of H atoms
in their dispersive trapping sites is independent of the de-
gradation time. Therefore, the annealing time should not
depend on degradation time. However, as shown in Figs.
7 and 8, the annealing time clearly depends on degrada-
tion time.

In the DCR model, the physical reason for the increase
of the annealing time with degradation time is that higher
barriers take longer to surmount during degradation.
Therefore, these high-energy barrier defects will not be
observed for short degradation times. This would seem
to favor the DCR model.

The HCR model predicts a single annealing energy of
all metastable defects in a single sample of a-Si:H because
there is only one pool of H controlling the kinetics.
However, several experiments show more than one an-
nealing energy for MSD in the same sample. An example
of this is Fig. 7, where the MSD annealing shows two
time constants. A short time constant of 47 s is observed
for annealing of the conductivity decrease and a long
time constant of about 120 s for annealing of the conduc-
tivity increase. Others have also observed this behavior
in thin films. In p-i-n devices, observation of two anneal-
ing times is common.

These different annealing times have a natural explana-
tion in terms of the charge-trapping model. Annealing of
a T3 by charge emission and relaxation to reform the
original charged dangling bond would naturally be ex-
pected to occur on different time scales for the native
T3 and T3+ defects. To anneal a T3 to a T3+ defect
requires emission of an electron to the conduction band;
to anneal a T3 to a T3 defect requires emission of a
hole to the valence band. Since the T3 levels are closer
to the conduction band than the valence band, the activa-
tion energy for the former process is the smaller of the
two. This is consistent with the experimental result that
it is always easier to remove an electron than a hole from
a MSD.

V. SUMMARY

Using a local model of defect-controlled relaxation in
which the defect changes state without the aid of a
diffusion atom, both the M eyer-Neldel rule and
stretched-exponential annealing kinetics are explained.
These results are due to an exponential distribution of ac-
tivation barriers, which may be a natural consequence of
the defects being frozen in during growth. It was shown
that annealing energies (0.3—1.8 eV) from numerous me-
tastability experiments lie along a Meyer-Neldel rule line.
This model also predicts the same type of kinetics for
thermally activated defect production. Furthermore, the
activation energy for thermal production is higher than
that of annealing, a result supported by experiment. ' '

The expressions for stretched-exponential annealing and
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the Meyer-Neldel rule are the same as those found for the
HCR model based on hydrogen difFusion. The only dis-
tinction lies in the observed dependence of annealing time
upon degradation time, a result which favors the present
model over the HCR model. These models, based on
difFerent physical mechanisms, predict the same general
behavior because they both reAect the underlying disor-
der of amorphous silicon.
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