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The structure of small silver particles has been investigated in detail by use of electron diffraction.
Particles are produced by the inert-gas aggregation technique and transferred to a diffraction ap-
paratus by a molecular beam of inert carrier gas. There, their structure can be investigated free of
interaction with a substrate or contaminants. The small particles are strongly size dispersed and a
technique has been developed to analyze the results. Experimental diffraction measurements are
compared with linear combinations of calculated diffraction patterns, from several types of struc-
ture, covering a range of diffracting domain sizes. It is possible, in this way, to identify a mixture of
structures and estimate the size of the corresponding domains. The analysis clearly shows both
multiply twinned (icosahedral and decahedral) and fcc particles, in the size range between 20 and 40
A in diameter, present in the beam. The relative proportions of these depend on the conditions of

particle production.

I. INTRODUCTION

Since the late 1960s, when “multiply twinned” struc-
tures were first identified in ultrafine metal particles,?
much research into their occurrence, stability, growth,
and structure has been undertaken.

The so-called “multiply twinned particles” (MTP’s) are
of two basic forms, icosahedral® and decahedral,* and can
be considered an assembly of tetrahedral subunits (20,
sharing a common summit, for the icosahedron; and 5,
sharing an edge, for the decahedron) with each tetrahed-
ron being related to its neighbors by a twin boundary in
the common tetrahedral face. Twinning of regular
tetrahedra, however, is inadequate to generate either
structure perfectly, and a distortion of the cubic basis is
needed: to rhombohedric, for the icoshedron; and ortho-
rhombic, for the decahedron.’

Early efforts to describe the relative stability of MTP’s
and small fcc single crystals showed the icosahedron to
be energetically favorable at small sizes. This result was
reached independently using elasticity theory® and by
considering total energy as a sum of pairwise interactions
in model particles.” More recently, an extension to the
analysis using elasticity theory, taking into account de-
tailed surface structure and inhomogeneous strain®® has
shown the relative stability of the icosahedron to be con-
tingent on the type of surface faceting. The decahedron,
which previously was found to be the least stable struc-
ture of the three, can be placed as an energetic intermedi-
ary, between the icosahedron and the single crystal, if a
strongly faceted surface morphology is considered.

Although first observed in samples prepared by con-
densation of noble-metal vapor onto a substrate, 2
MTP’s have now been identified in a variety of materials
using different preparation techniques. Of special interest
to this work is the method of “inert-gas aggregation” in
which a “smoke” of small particles is produced by eva-
porating a metal or semimetal into an atmosphere of inert
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gas, where homogeneous nucleation occurs. A large
number of materials has been prepared in small-particle
form this way.!0" 12

The omnipresence of a support or matrix in structural
studies of small particles, where the surface energy con-
tribution to stability is important, has led to the develop-
ment of experiments that investigate the structure of fine
particles free in a vacuum. In one such study, a
polyicosahedral structure in argon clusters was identified
by comparing electron-diffraction measurements, on clus-
ters produced in the supersonic expansion of a molecular
beam, with numerical simulations of the physical sys-
tem.!3

The present research has been inspired by the work of
the late G. D. Stein on the structure of free metal parti-
cles in a molecular beam.!*!> We have used his tech-
nique, of combining electron diffraction on a molecular
beam with the gas-aggregation method of particle pro-
duction, to investigate the structure of ultrafine (diameter
~20-40 A) unsupported silver particles. The occurrence
of MTP’s in silver is well documented,!!!%!” however, we
report here direct observations of these structures in free
silver particles.

The remainder of this paper, after a description of the
experimental apparatus, is concerned with the interpreta-
tion of our diffraction measurements. In Sec. III our
method of analysis is developed; we proceed by assuming
that the experimental diffraction pattern can be described
as a superposition of diffraction contributions from
domains of structure within the small particles in the
beam. Taking the MTP and fcc structures described
above, we calculate a series of diffraction patterns for a
range of domain sizes. These are then combined, in a
fitting procedure, to give the closest agreement with the
experimental data. The results of this analysis describe
not only the composition of the beam, in terms of the
structures present, but also the relative size distributions
of the diffracting domains.
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The experimental diffraction patterns, fitted diffraction
patterns, and size distribution results are then presented
in Sec. IV, and discussed in Sec. V.

II. EXPERIMENTAL

The experimental apparatus is shown in Figs. 1 and 2,
with Fig. 2 showing more detail of the particle-beam
source. A beam of small particles and carrier gas
emerges from the source (on the right in Fig. 1) and
crosses, at right angles, a 40-kV beam of electrons, giving
rise to a Debye-Scherrer—type diffraction pattern. A pair
of Helmholtz coils produces a uniform magnetic field in
the region of the beam crossing; varying this field causes
the rings of the diffraction pattern to sweep across the en-
trance aperture to the electron-detection system, allowing
the electron intensity along a diameter of the pattern to
be recorded.
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The electron-detection system'®!° consists of an elec-
trostatic energy filter, to remove electrons not within 2 V
of the incident energy; a silicon surface-barrier detector,
charge-sensitive preamplifier and counting chain from
EG&G ORTEC, and a Hewlett-Packard 310 microcom-
puter, interfaced to the counting chain. Single electron
events are detected and counted by this system, the mea-
surements being made in a direct-counting mode (i.e., a
fixed counting time at each diffraction angle).
Downstream from the beam crossing, a shutter mecha-
nism allows us to obtain a sample of particles from the
beam by exposing an amorphous carbon-coated electron-
microscope grid to the beam flux. The exposure time of
the grid to the beam is kept short, ensuring a low particle
density on the substrate; a typical center-to-center dis-
tance is on the order of 30—-40 nm (=~ 10" cluster m~2),
and there is no evidence that coalescence occurs. During
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FIG. 1. The electron-diffraction apparatus, with the small-particle source shown on the left. The source and diffraction chambers
are labeled, and the intermediate differential pumping chambers (where P, and P, are measured) can be seen enclosing the source.
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TABLE I. Gas pressures in the source (P, ), intermediate
(P, and P,), and diffraction (Pgg) chambers (see Figs. 1 and 2)
as a function of the mass flow rate of He (Ref. 20).

Mass flow He Poyrce P, P, Pyg
[cm® (STP)/min] (mbar) (mbar) (mbar) (mbar)
750 1.0 0.4 0.9X%X107° 3x10°°¢
1200 1.5 0.7 1.5x107* 4%10™°
1500 3.0 1.0 3.5x1074 7%X107¢
1700 5.0 2.0 6.0x107* 1x10°°
2000 10.0 8.0 1.0x1073 2X107°

an experiment a number of samples are taken which are
later removed from the diffraction chamber and
transferred to a microscope (Philips EM 430 ST) for ob-
servation. The negatives of the photographic images thus
obtained are digitized (Perkin-Elmer PDS 2020 G) and
analyzed numerically to obtain the distribution of parti-
cle sizes. Special software for this purpose has been
developed, with care taken to avoid systematic threshold-
ing errors due to the low particle-to-background contrast
in the images. Particle samples, taken at the start and
finish of a diffraction measurement, were also used to ver-
ify that beam conditions remained stable during a mea-
surement.

Data characterizing our experimental apparatus are
given in Table I, which shows the evolution of the pres-
sures in the different chambers of the diffractograph (Fig.

water cooling
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1) as the carrier-gas-flow rate is varied,?® and Table II
(Sec. 1V), which summarizes the conditions under which
the experiments in this article were made.

The source

The source is based on an earlier one of Stein’s!* and
has been designed with his collaboration. Small particles
are formed by inert-gas aggregation in the inner “source”
chamber. This mixture of carrier gas and small particles
is extracted, through a series of orifices separating
differentially pumped chambers, into the diffraction
chamber, which it enters as a supersonic flow of inert gas
containing small particles. Differential pumping, be-
tween the source chamber and the diffraction chamber,
removes a substantial proportion of the carrier gas from
the beam, improving the sensitivity to the diffracted in-
tensity from the small particles.

Nucleation and growth occur in the inner chamber (see
Fig. 2), where an inert gas, initially at room temperature,
mixes with hot metallic vapor. As it cools, the vapor
forms a region of high supersaturation above the cruci-
ble, favoring nucleation there. Strong convection in this
chamber prevents a detailed analysis of the nucleation
conditions;?! however, trends in particle size can be pre-
dicted. The average particle size can be expected to vary
in the same way as the product P,T, where P is the
inert-gas pressure and T, is the evaporation temperature.
An increase in PyT, will produce larger particles; a de-
crease, smaller particles.!* The parameters P, and T, are
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adjusted interactively during an experiment, giving some
control over the particle size distribution.

The sensitivity of evaporation rate to temperature has
led us to install a closed-loop control system to stabilize
the temperature against drift.?»?3 A thermocouple, em-
bedded in the crucible, is used to estimate the evapora-
tion temperature, and, by regulating the crucible power
supply, thermocouple temperature fluctuations have been
reduced to +0.5°C. This effectively suppresses variations
in particle-beam intensity, due to a changing evaporation
rate, during the time required to measure the diffraction
pattern.

Two other source parameters are used to influence the
nucleation conditions and hence the size of the particles.
The choice of carrier gas can change the position of the
nucleation region with respect to the evaporation source;
a heavier gas will tend to limit diffusion of the metallic
vapor and provide more efficient cooling, so nucleation
will occur in a region of relatively higher vapor density,
producing larger particles.?* In all of the results to be
presented in this paper, helium has been used as the car-
rier gas; argon and nitrogen have also been tried. howev-
er, in accord with the simple model of Wada,?* these
gases were found to favor the growth of larger particles,
which were of little interest to this study.

A second factor affecting particle growth is the gas-
flow rate in the source chamber; changing the diameter of
the source chamber exit nozzle will cause the average
flow rate in the chamber to vary, affecting the time a par-
ticle is likely to spend in the nucleation region. Hence an
increase in the flow rate (larger nozzle diameter) will
reduce the size of particles produced.?

The dimensions of the nozzles have been optimized and
remain the same (with one exception: the source nozzle
diameter; see Table II) for the data presented below. All
nozzles are made from graphite, which has been found to
reduce the rate of accumulation of silver deposits (clog-
ging).?! The first nozzle, at the source chamber exit, is
cylindrical, with a diameter of 4 mm and a length of 8
mm. This geometry improves the collimation of the
beam, reducing clogging in the following nozzle. The
second nozzle is conical, opening with an angle of 20° and
a minimum throat diameter of 1.5 mm. This geometry is
also effective in reducing clogging. The final nozzle,
through which the particle beam enters the diffraction
chamber, is a simple diaphragm 1.5 mm in diameter.

The size-distribution data obtained by electron micros-
copy allows an estimate of the particle flux to be made,
typically ~10'! clusterss™!. Furthermore, using an esti-
mate of the particle velocity and the measured beam di-
mensions, it is also possible to calculate an equivalent
particle number surface density by projecting the cluster
density in the beam onto a plane normal to the incident
electrons. This shows how sensitive electron diffraction
is when applied to a beam of particles: a typical value
~10!? clustersm 2 is 4 orders of magnitude less than
supported sample densities commonly employed.'®

III. ELECTRON DIFFRACTION

AND NUMERICAL ANALYSIS
The distribution of intensity in the Debye-Scherrer
rings, provided kinematic diffraction conditions hold and
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only one type of atom is present, can be expressed with
the Debye equation,
sin(27Sr;;)

I($)=f%S)3 s
ij

iJ

) (1)

or, alternatively,

sin(27Sr)

27Sr dr i, o

I(S)=NfXS) 1+f0°°4m2p(r)

where S =2sinfg /A, A is the electron wavelength; 65 is
the Bragg angle; r;; is the distance between atoms i and j;
f(S) is the atomic scattering factor; and p(r) is defined so
that 47r%p(r)dr is the average number of atoms in the
volume element 4mr2dr around an atom in the cluster
lie., [4mr’p(r)dr =N —1, with N the number of atoms
in the cluster].

Equation (2) is a three-dimensional Fourier transform
of p(r) that reduces to an integration over a single scalar
variable, r, because of the spherical symmetry that is in-
troduced by random orientation of particles in the beam.

We proceed with two rather different approaches to in-
vestigate ordering in the interatomic distances; both will
be combined in the final analysis of our results. The first
attempts to calculate p(r) by direct inversion of the mea-
sured intensity, 7 (S); the other uses the Debye equation
(1) to calculate the diffraction patterns of several possible
structures, which can then be compared with the experi-
mental results.

A. Fourier inversion of experimental data

It is convenient, when analyzing the structural infor-
mation contained in diffraction measurements, to trans-
form data back into real space. Fourier inversion of the
experimental values of I (S) provides an estimate, p(r), of
the function p(r). However, to be reliable this inversion
procedure must be handled carefully, and a wide angular
range of diffraction measurements is essential.?’ In this
subsection we discuss the effect, on g(r), of restricting the
range of diffraction angles over which 7 (S) is measured.
In our data the information content of p(r) is insufficient,
in itself, to use to analyze the small particles’ structure,
although it does provide a valuable estimate of their lat-
tice parameters, which is incorporated in our later
analysis.

The intensity 7 (.S) is only measured on a small interval
of S: SE[Sin>Smax > S0 when inverting Eq. (2) the ex-
perimental constraints can be expressed as finite integra-
tion limits. The inverse Fourier transform of Eq. (2)
takes the form

I(S)
NfXS)

sin(27S¥)
2 Sr

Smax
ptr= [ "ams? s . ()

From Fourier theory, the effect of finite integration
limits can be considered a restriction to the low- and
high-frequency Fourier components of the function p(r),
and so p(r) will be band limited. Features in p(r) whose
characteristic dimensions are either greater than 1/S;,
or less than 1/S,,,, will be distorted or even completely
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eliminated by the absence of high- and low-spatial-
frequency components, respectively, in p(r). The small-S
cutoff, S_;,, limits the slowly varying components of p(r),
while S ,, limits rapid components.

In electron diffraction the incident electrons interact
with the electrostatic potential of the diffracting body,
the spatial variations in this potential being reflected in
the angular distribution of diffracted electron intensity.
The slowest spatial variation can be associated with the
average electrostatic potential, which changes abruptly at
the surface of a small particle. This component gives rise
to the intensity at small angles in the diffraction pattern,
which is related to the external form of the particles.?®

Other than the external shape of the small particles, no
structural information is contained in the small-angle
data; it is, however, indispensible, when calculating p(r)
for isolated particles, to take into account the diffracted
intensity at small angles. The finite extent of p(r)
expresses the presence of a surface, which determines the
average coordination of atoms in the particle. If the
small-angle data are left out, distortions to p(») will result
and lead to systematic errors in estimates of both coordi-
nation numbers and neighbor separations. To see why,
consider a diffraction pattern from a hypothetical small
particle in which the diffracted intensity is confined to
small angles alone. Such a pattern would arise if the par-
ticle was of strictly uniform density (i.e., no atoms), so
that 417'r2f)‘(r) would be without structure, and tend to
zero as r approaches the diameter of the particle. If den-
sity variations are then introduced, without changing ei-
ther the external particle shape or the average density,
the diffraction pattern at small angles remains un-
changed, while, at larger angles, diffracted intensity will
begin to appear, reflecting the particle’s internal struc-
ture. The form of 47r?p(r) retains the previous “small-
angle” form as a bounding envelope, but now also shows
the structure introduced.

In our data, S,,;, is such that diffracted intensity at
small angles has not been measured. In order to correct
for this loss of information, we use the measured size dis-
tribution, which is available from the supported particle
samples extracted from the beam (see Sec. II), to gen-
erate, analytically, small-angle diffraction data in the re-
gion SE€[0,5,;,]. We do this by assuming a spherical
shape for all particles and obtain, using Eq. (2), the form
of I(S) as a function of particle diameter.?® It is then
straightforward to integrate this function over the distri-
bution of sizes for each experiment, thus estimating the
form for the small-angle scattering.

Equation (3) can now be written

S
rptn=2"""s %—1 sin(27SrdS , (@)

0

where the analytic form for I(S) is used to remove the
nonzero lower integration limit.

The remaining integration limit, S,,,, causes the sharp
features of the original function, p(r), to broaden in p(r),
due to the lack of rapidly varying components. The
characteristic dimension of broadening is ~1/S,.,-
From the convolution theorem of Fourier transforms, we
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can write
rp(r)=[rp(r)]=W(r) , (5)
where ‘x> is the convolution product and W(r) is the

Fourier transform of the function that restricts 7(S) to
[0,S 1ax ]- We write

Wir)= sin(27S . 7) ©)
YT oas

max

This convolution product not only broadens features
from 4mr?p(r), but will also introduce a compounding
background term; every peak in 47rr2f>\(r) contributes an
oscillatory term that is roughly constant in amplitude
and extends to the right of the peak, towards increasing r.
This background therefore depends on the features in
47r’p(r). Suppose, for example, that p(r) consists of a
single interatomic distance, ry; rp(r) will consist of a &
function at ry and rp(r) will take the form W(r —ry).
Now, W(r —r,) falls off as |r —r,| ~! on either side of the
maximum, which means that 47+%p(r) will tend to an os-
cillating term of constant amplitude with increasing . A
solution to this undesirable effect is to multiply the I(S)
data with a window function whose Fourier transform,
W(r), rolls off more rapidly on either side of the central
maximum (see, for example, Ref. 28). However, such
window functions have the disadvantage that the steeper
roll-off is accompanied by an increase in the central max-
imum broadening, reducing the resolution of details in
47r*p(r). No window function has been used in the
treatment of the results presented here. .

The restricted range of S values (S€[0.3,0.9] A ™))
for which it has been possible to obtain the experimental
diffraction data presented in this paper excludes the use
of direct inversion as a single reliable means of interpreta-
tion of our data. Only the position of the nearest neigh-
bors can be determined with accuracy. This is because
the first peak in 47r2p(r) is well separated from the
second (1.2 A in the fcc structure of silver), which corre-
sponds to the second coordination shell, and because the
first peak is not affected by the type of background in-
terference described above, there being no other peaks at
lower values of r. Knowledge of the average nearest-
neighbor distance in the clusters is nevertheless essential
in providing an estimate of the lattice parameter for each
experiment. This information has been incorporated in
the construction of model structures, and will be referred
to again in Sec. IV.

B. The diffraction pattern from model structures

The limited information obtainable by direct inversion
of the diffraction pattern does not preclude the extraction
of useful structural data from our results. The relative
failure of the direct approach is a consequence of its in-
sensitivity to the physical constraints of the problem: a
priori, any combination of interatomic distances, be they
physically reasonable or not, can be obtained by the
Fourier transform. Low resolution only reflects a large
number of possible configurations and insufficient infor-
mation with which to differentiate between them. A
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promising approach to this problem is the application of
the “maximum-entropy method” to the inversion of the
diffraction data.”’ However, here we have adopted a
more direct technique.

Our analysis proceeds by considering only distinct
types of structure, thereby limiting the combinations of
interatomic distances, and determining a set of these
structures that most closely resembles our measurements.
This is not a new idea; the Debye equation (1) has been
used extensively, in the past, to calculate the diffraction
patterns corresponding to models of structure (see, for ex-
ample, Refs. 30 and 31). The allure of these calculated
diffraction patterns can then be compared directly with
results obtained by experiment. The structures of amor-
phous metals, for example, have been studied in this way
(see Ref. 32 for a review). However, it is implicit in this
method that the disordered regions outside domains of
coherent structure, and neighboring domains with
different orientation will contribute no new features to
the diffraction pattern. This hypothesis has been tested
in numerical simulations using the Debye equation, and it
is upheld when there is no angular correlation between
neighboring domains.33*

Twinned domains are, however, strictly related, and in
the case of silver they must also be considered. To illus-
trate the effects of a single twin boundary on the
diffraction pattern, we have simylated the diffraction
from a small spherical particle, 42 A in diameter, with fcc
structure and a twin plane passing through its center.
The diffraction pattern (Fig. 3), normalized by the num-
ber of atoms in the cluster, is compared with two other
patterns both from monocrystals: one, bounded by a
sphere, is the same size as the twinned particle; the other,
a hemisphere, is the size of a single fcc domain in the
twinned particle. The diffraction from the smaller fcc
monocrystal is a better fit to the pattern from the twinned
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FIG. 3. Stimulated diffraction patterns for a simply twinned
spherical particle, 42 A in diameter, and two untwinned fcc par-
ticles: one, the same size and shape as the twinned particle; the
other, a hemisphere, equivalent to a single fcc domain in the
twinned particle. Each figure has been normalized, for the pur-
pose of comparison, by the number of atoms in the cluster.
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particle, the widths and heights of the (200), (220), and
(311) peaks agree well, and only the (111) peak intensity is
noticeably smaller. A detailed discussion on the
diffraction from small silver particles containing stacking
faults has been given by Kimoto.!® It can be shown that,
for the fcc reflections present in our data, only a fraction
of the (111), (222), (220), and (311) planes are continuous
across a twin plane, leading to diffraction from such a
particle that is more closely characterized by the size of
its domains than by its entire volume.

For this work, it has been necessary to choose a limited
number of structure types, which are likely to present the
conditions of local order in our samples. Our choice of
structures has been limited to the icosahedra, decahedra,
and fcc cubo-octahedra described in the Introduction (the
assertion that twinned particles can be fitted by their con-
stituent domains is discussed further in Sec. IV). We
have considered a range of sizes (diameters up to ~60 A)
by generating a series of clusters, each with the same
geometrical shape, but with an increasing number of
atoms. The atomic coordinates were determined accord-
ing to relaxed models described by Ino,® and the corre-
sponding diffraction patterns were calculated using these
static atomic positions.

The small size of these model clusters introduces
broadening in the features of the diffraction pattern,
which is easily seen when diffraction patterns from
different-sized particles are compared (see Fig. 4). For
MTP’s, because of the absence of a periodic basis in real
space, it is not possible to think of size broadening in the
same terms as for a small single crystal. The broadening
of diffraction features is better understood as an absence
of high-frequency terms in the Debye equation (1), due to
the upper limit on the interatomic distances.

Coupled with broadening, diffraction from very small
particles can show new features that are related to their

N ' Combined diffraction pattern = — —

Single-particle diffraction patterns

Intensity (arb. units)

0.4 0.5 0.6 0.7 0.8 0.9

S scattering parameter (A‘l)

FIG. 4. Three simulated diffraction patterns for icosahedral
clusters 17, 26, and 36 A in diameter. Each curve has been nor-
malized by the number of atoms in the cluster, and the origin
shifted vertically (the 17-A cluster is closest to the x axis, fol-
lowed by the 26-A, and then the 36-A cluster) to enable easy
comparison of the diffraction features. The dotted curve is the
direct sum of the three normalized patterns, rescaled for com-
parison.



3912

external form. This is particularly pronounced in the
icosahedron (Fig. 4), where a satellite peak is apparent to
the right of the first diffraction maximum. This satellite
shifts as the size of the icosahedron is varied, moving
closer to its large neighbor as the particle diameter is in-
creased from 17 to 26 to 36 A. Note, also, the varying
position of the first strong diffraction peak; this is not re-
lated to a change in interatomic distances, which are
identical for each of the simulations

Although it is tempting to compare experimental data
with individual model patterns in order to identify struc-
tures, some caution is required in doing so because of the
size-dependent diffraction features. In an earlier publica-
tion®> we mistakenly rejected the presence of icosahedra
in our beam, due to poor agreement between simulated
and experimental data. We now realize that when
diffraction patterns containing domains of different sizes
are combined, the individual size effects can contribute to
broadening as well as changing a peak’s profile. This can
be seen in Fig. 4, where the three icosahedral simulations
are added together. It is essential, when describing our
experimental data, to include not only a variety of possi-
ble types of structure, but also to consider how the
diffraction patterns from these will combine when a size
range of small diffracting domains is present.

Clearly, if an analysis of the experimental data is to be
made by comparing measured and calculated diffraction
patterns, it will be necessary to consider combinations of
the calculated patterns. Such combinations must super-
pose the calculated diffraction patterns in proportion to
the distribution of domain sizes, and, if necessary, include
a mixture of structure types. Provided the models of
structure used closely approach the reality, an excellent
approximation to the experimental diffraction pattern
will then be obtained.

C. Fitting models to experimental diffraction patterns

The development of the preceding subsection leads nat-
urally to the possibility of fitting a complex diffraction
pattern with a combination of simulated ones from struc-
ture models. It seems reasonable to expect that the
domain size distribution as well as structural information
can be extracted from the diffraction pattern of such
small particles, because of the prominence of size related
features. .

Twelve clusters of each type, the largest being =60 A
in diameter, have been used to generate the diffraction
patterns used in the fit. These figures were then com-
bined in proportions determined by a size-distribution
function, one of which was associated with each type of
structure. The form of these size-distribution functions
was varied during the fitting, changing the relative con-
tributions of each simulated diffraction pattern to the to-
tal pattern. A least-squares criterion, based on the
difference between the trial function and the experimental
diffraction pattern, is used as a figure of merit for fitting.
In this way different combinations of structure were in-
vestigated and the best approximation retained.

In an initial attempt at minimization, a multidimen-
sional simplex fitting routine’®3” proved to be unsatisfac-
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tory. The simplex, which looks for the steepest descent
in its neighborhood, became easily trapped by shallow
minima in the response surface. A ‘“‘simulated annealing”
algorithm,”'37 which is less sensitive to the local struc-
ture of the response surface, was able to avoid this prob-
lem and consistently converge towards a reproducible
solution.

Our implementation of the annealing method uses a
random walk in the multidimensional space of the size-
distribution parameters. At each step the new
configuration will be accepted or rejected according to
the difference in the values of the response surface (figure
of merit), AE, between the old and new configurations. If
AE =0, meaning that the new position is a better fit than
the old, the step is accepted. If AE >0, the step is ac-
cepted with probability P(AE)=exp(—AE /kT), analo-
gous to the Boltzmann factor in statistical mechanics.
The parameter kT is chosen large enough, at the begin-
ning of a fit, so that nearly all steps in the random walk
are accepted. Then, by reducing the temperature gradu-
ally enough it is hoped that the global minimum will
“‘condense” out as a preferred combination of structures.

The annealing technique, by its statistical nature, does
not guarantee a solution corresponding exactly to the glo-
bal minimum. However, it is considerably more robust
that steepest-descent techniques, like the simplex. It is
possible to test the uniqueness of a solution by fitting the
same data using different initial conditions. Random gen-
eration of a starting point, which will determine the re-
sulting walk in the configuration space, allows us to test
the reliability of our solutions by rerunning the fitting
procedure several times. The results have always been
stable, showing that there are no other combinations of
small-particle diffraction patterns that might equally well
fit the experimental data.

IV. RESULTS

A series of five experimental diffraction patterns has
been chosen, covering the range of diffraction profiles we
have observed in our experiments; these are shown in
Figs. 5-9. The corresponding experimental conditions,
and statistics associated with the fitting analysis, are
presented in Table II. These include the third moment of
the respective size distributions; the relative proportions
of each structure type, found by fitting; and the third mo-
ment of the experimental size distribution. The third mo-
ment is used because the intensity diffracted from a
domain is proportional to its volume.

Also shown in these figures is the function obtained as
the best fit to the diffraction pattern, and the composition
of this function in terms of the structure types. The size
distribution obtained by electron microscopy (upper his-
togram) can be compared with the total of the domain
size distributions obtained from the fit (open bars in the
three lower histograms), which, in turn, can be compared
with the size distribution of each structure type (solid
bars).

The diffraction patterns have been corrected for back-
ground scattering due to the residual and carrier gases in
the diffraction chamber. This correction term is found by
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FIG. 5. Figures 5 to 9 show experimentally measured diffraction patterns and best-fit simulations. The histograms show the exper-
imental size distribution (top), the total domain-size distribution (lower histograms with open bars), and the relative contributions of
each structure type to the total (solid bars). The corresponding source conditions and statistics of the size distributions are reported

in Table II.

measuring the diffracted intensity from a beam of carrier
gas that is free of particles and under conditions, of
source and diffraction chamber pressures, which are simi-
lar to the experiment. The gas-diffraction pattern is a
monotonically decreasing function of scattering angle;
after measurement it is smoothed and then subtracted
from the experimental data.

Before fitting, the experimental data were inverted, as
described in Sec. IIT A, in order to estimate the nearest-
neighbor distances in the clusters. With this estimate it
was then possible to scale the model structures—the
equivalent of a homogeneous contraction or
expansion—so that they too had the same average

nearest-neighbor separation. The fitting procedure used
these appropriately scaled models.

One cautionary remark is appropriate concerning the
presence of large icosahedra. As mentioned above (Sec.
III B), twinned particles are best fitted by monocrystals
the size of an untwinned domain. However, when fitting
a twinned particle to a combination of possible struc-
tures, an icosahedral contribution helps to compensate
for the intensity deficit in the (111) reflection. During
testing of the fitting procedure, this artifact was observed
in simulated samples of twinned particles. The
icosahedral contribution in such cases is small and ap-
pears at sizes very much greater than the fcc domains

’7 Size distribution

Experimental data

Fitto experimental daty. ——

Intensity (arb. units)

AU,

Icosahedral domains

| fce domains

Decahedral domains

04 0.5 0.6 0.7

S scattering parameter (Ahl)

0.8 0.9 9| HEI .

0 Diameter (A) 80

FIG. 6. See Fig. 5 caption.
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chosen by the fit. We therefore ascribe the icosahedral
components in Figs. 6 and 7 to the presence of fcc twins.
Furthermore, the icosahedral domain size distribution is
likely to be slightly skewed towards large diameters by
this artifact, and this will appear in the third moment of
the distributions.

V. DISCUSSION

The order of presentation of the figures has been
chosen according to the evolution of the diffraction
features on the right-hand side of the diffraction pattern
[between the (220) and (311) fcc reflections]. The detailed
analysis shows that a gradual change in composition is
taking place. Starting from a pure fcc sample, the pres-
ence of an increasing number of decahedra tends to
broaden the diffraction peaks and to fill the region be-

tween them. As this trend continues, and the diffracted
intensity at higher angles become continuous, the dom-
inant structure is seen to shift from decahedra to icosahe-
dra.

The quality of the diffraction patterns generated by
simulated annealing is encouraging: the form and posi-
tion of the first diffraction peak is well represented, as is
the allure of the diffraction at higher angles. There ap-
pears to be a small consistent intensity difference at
higher angles, where the fitted function falls below the ex-
perimentally observed diffraction intensity.

A refinement to the model diffraction patterns might
improve the fit: Instead of the abrupt boundary condition
(discrete domain size), which gives rise to rather marked
size-dependent features in the diffraction pattern, a prob-
ability function of interatomic distances could be used to
delimit a diffracting domain,* thus further allowing for a
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FIG. 8. See Fig. 5 caption.
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FIG. 9. See Fig. 5 caption.

continuous distribution of cluster or domain sizes.

A possible source of error is the use of kinematical
diffraction theory to describe the diffraction from silver
particles as large as 50 A in diameter. If dynamical
effects are present, they could give rise to an attenuation
in the intensity of diffraction peaks at smaller scattering
angles, which is consistent with the tendency observed.
They might also affect the average intensity diffracted
from clusters as a function of size, leading to an error in
the relative proportions of cluster domain sizes found by
fitting.

Variations in relative integrated peak intensities, due to
dynamical effects, have been investigated by de Boer and
Stein.!> Their study used an appropriately weighted sum
of calculated diffraction data, from a series of infinite-
crystal slabs oriented over a range of angles with respect
to the beam axis, to estimate the diffracted intensity for
small randomly oriented particles. By varying the slab
thickness, they investigated the relative variation in the
intensity of a number of diffraction peaks as a function of
particle size. The calculations used the ‘“multislice”
method and took absorption into account. Their results
show that in the worst case [the (111) peak], over the
range of sizes we are considering, the variations in in-
tegrated intensity will be no more than about 10%.

Thus, the profile of the diffraction patterns will not be
seriously distorted.

Systematic changes in the average diffracted intensity,
common to the diffraction peaks of interest, may also
occur, in which case larger clusters may diffract weakly
compared to the predictions of kinematical theory, and
thus be underestimated in the analysis of the beam com-
position. To estimate this effect we refer to the original
calculations of Blackman,*® which can be considered a re-
liable first estimate of the deviation from kinematical
diffraction in small randomly oriented particles.*’ Ac-
cording to Blackman, for 50-A particles, there will be an
average drop of around 15% in the integrated peak inten-
sities. This, therefore, may give rise to a slight bias to-
wards smaller diffracting domains in the results of our
fitting analysis, but should not distort the overall trends
observable in the domain size distributions and struc-
tures.

When looking at the results of the analysis in terms of
size distributions, two points should be kept in mind.
The fitting procedure is applied directly to the diffraction
data, in which the contribution to the diffracted intensity
from each domain depends on the domain’s volume. It
follows that only the larger diffracting domains will con-
tribute sufficient intensity to be detected by fitting. This

TABLE II. Source conditions and size distribution statistics: ¢ is the third moment of the size distribution (in A), and % is the
percentage of each structure type. Entries marked with a dagger were made using a 6-mm source-nozzle diameter.

Source Fitted distributions Experiment
Py Ty Decahedra Icosahedra fcc Total Total
Figure (mbar) (°C) oy (%) oy (%) oy (%) oy oy
5 2.0 1167 0 0 0 0 37 99 37 32
6' 1.5 1228 26 33 55 2 32 63 35 44
7t 2.7 1137 24 70 45 2 23 27 28 44
8 2.0 1227 19 29 28 65 26 5 25 38
9 3.8 1147 26 12 37 79 26 7 36 50
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is clearly the case in Fig. 9, where the experimental distri-
bution peaks at a much smaller size than the fitted distri-
bution. In fact, the third moment of the experimental
distribution is even higher than the fitted one (see Table
IT), showing that the particles far to the right of the max-
imum in the size distribution determine the form of
diffraction pattern observed.

Secondly, when comparing the domain- and particle-
size distributions, the domain size must, by definition, be
less than or equal to the particle size itself. Hence when
the domain distribution closely approaches the size distri-
bution, as in Fig. 5, the domains are probably representa-
tive of the single-particle structure. On the other hand, a
significant difference between distributions, as in Figs. 7
and 8, points to an important proportion of particles in
which the domain size is considerably smaller than the
particle.

High-resolution electron microscopy has been per-
formed on some of the supported samples extracted from
the beam. Although a systematic comparison has not
been undertaken, inspection of the images reveals both
icosahedra and decahedra, as well as fcc monocrystals.
Many of the particles, however, exhibit complicated
forms, indicating that their internal structure is subdivid-
ed. The classification of these complicated structures has
not been attempted.

The nucleation conditions should be considered quite
different for each experimental figure. The pressure and
temperature alone (Table II) are largely insufficient to de-
scribe the behavior of the source between experiments,
which is extremely sensitive to such factors as gas-inlet
position and orientation, and crucible position. It has
never been possible, in a single experiment, to obtain the
entire range of diffraction patterns presented here; how-
ever, by varying the parameters P, and T, the same
trends in the details of the diffraction pattern were con-
sistently reproduced: an increase in PyT, enhanced the
diffraction peaks at larger angles, while decreasing the
product tended to wash out the diffraction pattern here.

Since P, T, is indicative of the size of the particles nu-
cleated (Sec. II), it is natural to associate the changing
structure with a size effect. Our results do not bear this
out. While it is certainly true that larger particles are
predominantly fcc—our early experience with argon as
carrier gas produced large particles, invariably with fcc
structure—the size range of the results here does not
“divide up” between the structure types. We observe all
three structures over much the same range of sizes and
conclude, instead, that the variety of conditions under
which particles are produced has a strong influence on
their structure.

A phase diagram for small metal particles, as a func-
tion of temperature and size, has been calculated by
Ajayan and Marks in an attempt to explain structure
changes in small gold particles observed in real time by
high-resolution electron microscopy.*? Their results
show that, for a given size, a change in dominant
structure—from fcc crystals, through decahedra, to
icosahedra—should occur over a temperature range of
several hundred degrees kelvin. Such behavior is qualita-
tively in agreement with our own experience. Reducing
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Ty, which will directly influence the temperature of the
carrier gas inside the source, tends to change the
diffraction pattern by reducing the detail at larger angles.
This, we have shown, is indicative of a change towards
decahedral and icosahedral structures. Furthermore, we
note that in our results the decahedra appear first in the
company of fcc domains (Figs. 6 and 7), then shift to
icosahedral domains (Fig. 8), before diminishing in im-
portance as icosahedra dominate (Fig. 9), suggesting that
decahedra may well be dominant somewhere between the
conditions that favor fcc crystals and icosahedra.

VI. CONCLUSIONS

The combination of electron diffraction and the inert-
gas aggregation method of particle production has suc-
cessfully provided a technique with which to study the
structure of ultrafine silver particles. Not only are parti-
cles produced free of interaction with a support, but in
the short time between their formation and their mea-
surement they are unlikely to be affected by residual con-
taminants in the vacuum system. The technique is very
sensitive to the diffracted intensity from small particles
because the background, due to the diffraction from the
carrier and residual gases, is weak and featureless and is
relatively straightforward to correct for.

The dispersion in particle sizes must be taken into ac-
count when trying to identify the constituent structures.
If it is not, size-dependent features, which are prominent
in such small particles, will falsify any attempt to match
experimental diffraction data with calculated patterns
based on proposed models of local structure. In fact,
these same size-dependent features have made it possible
to identify not only the dominant structures in the parti-
cle beam, but also to estimate their size distributions.

Multiply twinned particles have been clearly identified
in the beam, and, as source conditions are changed, a
progression of structures has been observed: fcc domains
are dominant when the temperature and pressure in the
source are high; then, as P,T, is reduced, a mixture of
decahedra and fcc domains appear, followed by a mixture
of decahedra with icosahedra, until finally icosahedra
dominate the beam. In spite of the uncertain conditions
of nucleation and growth in the source, our observations
are in qualitative accord with the phase diagram pro-
posed by Ajayan and Marks for small metal particles.*?
Their calculations predict that small metal particles will
favor the icosahedral structure at lower temperatures, fcc
structure at higher temperatures, and decahedral struc-
tures as an intermediary. We observe a tendency towards
decahedral and icosahedral forms as source temperature
is reduced. Furthermore, the decahedral structure is only
observed in the presence of either fcc structure or
icosahedra, but not both, suggesting that the conditions
favoring the formation of decahedra are intermediate be-
tween those for fcc and icosahedral particles.
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