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Based on a lattice model describing the elastic phase transition for ferroelastic-martensitic trans-
formations, the set of nonlinear difference-differential equations derived in the preceding paper (I)
governs the shearing motion of the atomic layers (110) stacked in the [110] direction. A quasicon-
tinuum approximation is developed in order to incorporate the leading discreteness effects of the
lattice system. The method using the Fourier images of discrete functions leads to a continuum
model where macroscopic and microscopic stresses can be deduced from an elastic potential involv-
ing a strain gradient. After introducing appropriate boundary conditions on the stresses at each end
of the lattice, nonlinear excitations modeling elastic structures are investigated. Then, the quasicon-
tinuum version provides the following results: the existence of (i) quasiperiodic strain waves corre-
sponding to spatially modulated structures, (ii) an array of strain solitary waves representing period-
ic arrangements of martensitic-austenitic domains, (iii) martensitic or austenitic solitary waves relat-
ing to the shearing motions of atomic planes along the stacking direction, and (iv) a static twin in-
terface between martensitic and austenitic domains. The importance of the competing (bending
forces) and discreteness effects included in the quasicontinuum model is emphasized to show
different regions of existence. Numerical simulations are performed on the microscopic model in
order to ascertain the quasicontinuum model and to check the stability of the nonlinear elastic
structures. By way of conclusion, comparisons with other works or approaches, as well as exten-
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sions of the model, are discussed.

I. INTRODUCTION

The first part of this work (hereafter referred to as pa-
per I, Ref. 1) has been dedicated to a nonlinear lattice
model for ferroelastic-martensitic transformations. On
the basis of a microscopic model'! we considered a
quasicontinuum model in order to describe the nonlinear
patterns made of elastic domains and their dynamics.
Martensitic transformations are usually accompanied by
elastic twin formation and nucleation of different marten-
sitic variants. Moreover, the dynamics of the twin inter-
faces are intimately connected with phenomena such as
shape-memory effects, for instance. The lattice model
built in paper I leads to a set of nonlinear discrete
differential equations which are not manageable, so that
the quasicontinuum approximation is required and this
provides us with an alternative situation making the
problem somewhat easier. From the mechanical point of
view, we are concerned with the competition between the
nonlocal elasticity (inhomogeneous deformation) and local
nonlinear elastic energy (homogeneous states of deforma-
tion with stable, unstable, and metastable regions) which
plays a crucial role in the motion of coherent elastic
structures. In the framework of the present study, we ex-
tend the ideas underlying the nonlinear soliton models
developed in other contexts®® to the long-wavelength
elastic description of twin structures occurring in marten-
sitic transformations. The soliton concept occupies a key
position in physics since solitons are elementary non-
linear excitations which allow us to model complex phe-
nomena in nonlinear science. These nonlinear structures

43

in materials range from domain walls in ferromagnetic or
ferroelectric crystals®® to incommensurate structures in
various media.®’

From the one-dimensional lattice model derived in Ref.
1, we propose to elaborate a continuum approximation
with the view of describing nonlinear structures as mar-
tensitic or strain solitary waves. However, a crude ap-
proximation to the continuum description leads to er-
roneous results, especially for dispersion effects which
may alter the wave velocity. Therefore, we consider an
interpolation method which includes the leading discrete-
ness effects due to the lattice system. Such a procedure
attempts to describe, at the continuum scale, the lattice
dynamics. This produces a quasicontinuum model in-
volving local nonlinear elastic energy and weakly nonlo-
cal strain energy (strain gradient elasticity).>® Then the
competition between the nonlocality and nonlinear elasti-
city plays an important role in the existence of localized
structures of the twin boundary type and strain solitary
waves can be expected. The model thus built can be com-
pared to the Ginzburg-Landau theory of a first-order
phase transition where the order parameter is given by
the shear part of the strain tensor in the [110] direction.
However, because of the lattice anisotropy the Landau
free-energy expansion includes a third-order term in
strain which violates the Landau condition of symme-
try.1" 1 In the present work we confine ourselves to a
pure shear strain transformation (no dilatation) describ-
ing roughly the deformation of a square into a rectangle
with preserving area. Such a quasicontinuum model can
be applied to alloys such as In-Tl, Fe-Pd, and others
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which suffer a cubic-tetragonal ferroelastic transition.
Many works have been devoted to martensitic transfor-
mations and we can quote the works of Barsch and
Krumhans!l!'*!> or Mazor and Bishop'® who established a
rather complete model which enables one to calculate the
structure of static and dynamic twin boundaries for all
temperatures. They place in evidence kink-type solitary
twin boundaries between the tetragonal variants of mar-
tensite and the cubic high-temperature phase. Mazor
and Bishop start with a continuum theoretical
Ginzburg-Landau elastic energy functional which in-
volves two strain components in order to describe the
structure of twin boundaries in a cubic-tetragonal mar-
tensitic transformation. Based on nonlinear lattice dy-
namics, we propose an alternative, since we have at hand
both the microscopic model and its continuum version at
this time. This seems to be an interesting direction of in-
vestigation because we can define the notion of quasicon-
tinuum where the physical background of the intermedi-
ate scale (mesoscale) characterizing the inhomogeneous
structure is accounted for.

In order to fulfill the program which has been pro-
posed in this work the basic set of nonlinear difference-
differential equations for the microscopic model are re-
called in Sec. II, where we describe the physical problem
that we want to study. Because the set of discrete non-
linear equations is generally rather difficult to solve we
consider the quasicontinuum approximation in Sec. III.
The method provides a nonlinear dispersive partial
derivative equation where macroscopic and microscopic
stresses are defined and derived from an appropriate elas-
tic potential. In addition, the continuum model thus ob-
tained is compared to the general theory of nonlinear
elasticity with strain gradient and we can define the
correct boundary conditions to close our system. Section
IV is devoted to the nonlinear excitation solutions for the
quasicontinuum model. We obtain different classes of
solutions corresponding to a periodic array of martensitic
domains or modulated strain structures. The limiting
cases, that is, the martensitic or austenitic solitary waves
and martensitic-austenitic kink are examined in Sec. V
and numerical simulations are also given in order ascer-
tain the quasicontinuum approximation. For each case,
the energy of the system is computed as well as the
characteristic size of the nonlinear excitations as func-
tions of the model parameters. At length, some exten-
sions of the lattice model and its quasicontinuum version
and also the problem of the complete two-dimensional
system are evoked in the conclusion.

II. BASIC EQUATIONS OF THE LATTICE MODEL

Here we recall briefly the lattice model and the basic
equations obtained in Ref. 1. These equations have been
deduced from a two-dimensional system consisting of
square-lattice cells and involving nonlinear and compet-
ing interactions. From the lattice energy of the reduced
one-dimensional model a set of discrete nonlinear equa-
tions has been derived for the discrete deformation which
describes the shearing motion of the close-packed atomic
planes (110) along the [110] direction. The special type
of competing interactions emerges from the noncentral
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interactions or bending forces and the lattice potential ac-
counts for the relative displacements as well as the
change in angle between bond-segment joining particle
pairs. These basic equations are!

S(n)=AYo(n)—A x(n)], (1a)
where we have defined

o(n)=aS(n)—S*n)+S3n), (1b)

x(n)=8A"S(n) . (1c)

In addition, we have discarded the coefficients 3 and 7
which hold for the interactions between the second-
nearest atomic planes; this does not change the essence of
the physical problem. The index n runs over the [110]
direction. Equation (1b) defines the discrete macroscopic
stress and Eq. (1c) is the microscopic stress derived from
the noncentral interactions or bending forces. Finally,
the operators A~ and A" represent the backward and
forward first-order finite differences, respectively. From
the physical point of view, this set of coupled nonlinear
discrete equations (la) governs the relative shearing
motion in the [110] direction polarized in [1T0]. Because
of the strong nonlinear nature of Egs. (1a)—(1c) we must
turn on, here below, the quasicontinuum approximation.

III. CONTINUUM MODEL

A. How to construct the quasicontinuum model

In this section the emphasis is placed especially on the
continuum description of the dynamics of the lattice
model. The practical problem is how to incorporate
correctly the leading effects of the discrete system in a
continuum description. This yields us the notion of
quasicontinuum which will turn out to be very powerful
for our study, but the task is in fact not so easy. The idea
is to find a smooth function u(x,¢) which is a good inter-
polation of the sampling [nb,u,(t)] such that
u(x=nb,t)=u,(t). We set up one-to-one correspon-
dence between functions of discrete arguments and a
class of analytical functions as well as between operations
on them. In order to materialize the smoothness condi-
tion for u(x) we introduce the Fourier transform 7 (g) of
u(x) and we require that #(g) differs from zero only on
the first Brillouin zone (i.e., B=[—x/b, w/b]) so that
the Fourier harmonics with increasing oscillations disap-
pear. This seems to be natural when we deal with lattice
problems (see for more details Refs. 17-19).

B. Application to the model

We now propose to apply these ideas to our problem.
First of all, we take the Fourier image of Egs. (1a)—(1c¢),

©*8(q,0)=4sin’(q /2)[6(q,0)+8sinXg/2)S(q,0)] ,
' )

where S(q,w) and 6(q,w) are the Fourier images in
space and time of the shear deformation and macroscopic
stress whose discrete definition is given by Eq. (1b). But
for the latter it is impossible to reach an expression in
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terms of S since the stress-strain relation is, of course,
nonlinear. In order to proceed further, we assume that
the discrete functions are slowly varying over the lattice
spacing, so that only small-g behavior is concerned. We
expand Eq. (2) with respect to g up to the fourth order
and multiply by (1+¢2/12) both sides of the equation
thus obtained. Upon limiting the expression up to the
fourth order, we obtain

0¥ (1+¢%/12)S =q%6 +8¢%S) . 3)
Now we take the inverse Fourier image of Eq. (3) so that
we arrive at the equation for the displacement V(X,?),

Qu=2x > 4)
where we have set

Q=V—Sx/12, (5a)

2=o0(S)—xyx > (5b)

S=Vy . (5¢)

Note that V(X,t) and S(X,¢) are now the continuous
representations of the transverse displacement and shear
deformation. In Eq. (5b) X is the Cauchy stress, o the
macroscopic stress (as in the classical elasticity), and y
the microscopic stress coming from the noncentral in-

teractions. These stresses derive from an elastic potential
as follows:
P P
=92 = . 6
=% M X Ty ©
The elastic potential is given then by
D(S,Sy) =L AS?— 183+ 184+ 15(5y)* . (7)

Equation (4) is a nonlinear dispersive partial derivative
equation governing the continuous displacement V [or
strain if we consider Eq. (5¢)]. The nonlinear part is pro-
vided by the nonlinear stress-strain relation (nonlinear
elasticity) and the dispersive effects are due to the micro-
scopic stress [see Egs. (6) and (7)]. We note the special
form of the inertial term in Eq. (4)—it contains the veloc-
ity of the transverse displacement V and the velocity as-
sociated with the strain gradient as well. This extra term
is caused by the fine description of the discreteness effects
in the continuum approximation.

C. Remarks

(i) This continuum approximation can be compared to
the more general theory of strain gradient elasticity,’ but
the discreteness effects are obviously absent. Roughly
speaking, such a theory tends to introduce the local cur-
vature or the local deformation of the Cartesian frame
embedded in the lattice. On the other hand, the micro-
scopic measures how good a nonlocal behavior is to de-
scribe lattice bending. The introduction of the gradient
becomes efficient when structures in domains and walls
are involved.

(ii) The form of the elastic potential (7) corresponds to
the Ginzburg-Landau free energy for first-order phase
transitions where the shear deformation is merely the or-
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10 The elastic coefficient A4 can be

—C,)/2 (Refs. 20 and 21) (see Sec. V of

der parameter.
identified to (C
Ref. 1).

(iii) The equation of motion (4) can be derived from the
following Hamiltonian:

H=[""(K+®ux (8)
where we have defined the density of kinetic energy
=LV +LS)H . )

It is worthwhile commenting on Eq. (4). This equation
contains two types of dispersive terms, which are Vyy,
and V,y; if we consider each term separately we obtain
two equations of Boussinesq type.?? Each of them is usu-
ally met in the nonlinear dynamics of a lattice? 2° or in
the nonlinear vibrations of elastic beams.?® However, in
our framework the collective contribution of both disper-
sive terms to the dynamics is of great importance.

(iv) For a finite extended continuum model
(X€[0,L=(N—1)a]) it is necessary to introduce
boundary conditions at each end of the lattice. Along
with the classical elasticity, including the strain gradient,
the boundary conditions for the present model read as’

3(X=0)==2,=T,,
(10a)
S(X=L)=3y=Ty ,
and
X(X=0)=x,=M,,
(10b)
X X=L)=yy=My ,

where the number 1 denotes the first particle [or the first
close-packed atomic plane (110) of the lattice and N is
the number of the last particle]. These conditions, writ-
ten for the one-dimensional continuum model, represent
the actions of the surface density force T, (T ) and den-
sity torque M; (M) on the boundaries. We notice that
it is important to provide appropriate boundary condi-
tions, especially because they will be useful for the nu-
merical simulations which are, of course, carried out for
finite media. Moreover, these conditions must be compa-
tible with the equation of motion (4) by taking Egs.
(5)-(7) into account.

(v) Since we are concerned with a volume-preserving
transformation we must check the incompressibility con-
dition. The latter reads as in the (X,Y) coordinate sys-
tem

Uy+Vy=0. (11)

The condition (11) holds true because U= U, =const and
V depends only on X (see paper I). Therefore, we do have
a martensitic transformation involving only one shear
component, namely S(X, 7).

(vi) In addition to condition (11) we must add the strain
compatibility conditions.?’” Note these conditions make
sense only for the continuum model and in the present
case they reduce to the single condition

Syy=0, (12)
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which is, of course, satisfied. In fact, the present solution
is an exceptional situation, because usually for nonlinear
and nonlocal problems of elasticity these compatibility
conditions are seldom met. That means that nonlineari-
ties generate incompatibility sources (disclinations, for in-
stance).

IV. NONLINEAR EXCITATION SOLUTIONS

(a) The purpose of this section is to examine the possi-
ble existence of nonlinear excitations on the basis of the
present lattice model. Then, we must consider the non-
linear equation (4) of the continuum version along with
the boundary conditions (10a) and (10b). In addition, we
suppose that the surface density torque is zero at each
end of the lattice and we choose periodic conditions at
each end of the chain. Even if we consider relatively
large finite media, these conditions are equivalent to sup-
pose that the specimen is made of periodic arrangements
of largely separated twin interfaces. From the mechani-
cal point of view the boundary conditions can be written
as

(13a)
(13b)

o,—oy=0,
X1=Xny=0.

The first condition involving the macroscopic stress
means that the lattice is at the equilibrium while the
second condition imposes vanishing microscopic stresses
at each end of the lattice. The task of solving Eqgs. (4)—(7)
with the boundary conditions (13a) and (13b) can be com-
pared to that of the purely continuum model for shape-
memory alloys studied by Falk. Some points in Refs. 28
and 29 are different from our lattice model; indeed, the
author proposes a one-dimensional Ginzburg-Landau
model which fulfills the Landau symmetry. Nevertheless,
some results are somewhat very similar, but the dynamics
seems to be quite different because of discreteness effects
and the nonsymmetrical elastic potential (7).

(b) The simplest idea is to seek solutions to Eq. (4) sub-
ject to the conditions (13a) and (13b) as a function of the
phase variable £=X —ct, where c is a constant phase ve-
locity. On putting such a solution into Eq. (4) and by us-
ing Egs. (5a)—(5c) we arrive at

CZQI:(O__XII)I ,
o=5S—-8"/12,

(14a)
(14b)

where the prime stands for the derivative with respect to
£. We integrate Eq. (13a) with respect to &, then we find

cXQ=0—x"+C,, (15)

where C, is a constant of integration which is determined
through the boundary conditions for S, and Sy [Egs.
(13a) and (13b)].

From the boundary conditions (13a) and (13b) we can
extract three distinct solutions which must be compatible
with Eq. (15). (i) A first solution is given by the condi-
tions S|, =Sy =8,70 at each end of the lattice where S|
satisfies

c2S,=0(8,)+C, (16)
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for a given constant C; and 0(S,)#0. On the other
hand, S, can be provided by the equation o(S,)=0 and
C, is given by Eq. (16) as well. (ii) A second solution
represents a martensitic domain embedded in the austeni-
tic phase such that S; =Sy =S5,=0 and in this case Eq.
(16) implies C, =0 since ¢(0)=0. (iii) Finally, the partic-
ular case S; =0 and Sy0 given by o 5 =0 implies ¢ =0.
This particular solution corresponds then to a static
austenitic-martensitic boundary interface.

(c) From Eq. (15) and the special form of the stresses
[Egs. (6) and (7)] we arrived at a first integral of the equa-
tion of motion

Ly(S")?=wW(S) (17a)
with

W(S)=1(A4—c?)S*—183+1s*+C,S+C, (17b)
and

y=6—c?/12, (17¢)

where C, is an integration constant which can be ob-
tained from the boundary conditions. Therefore S’ is
defined everywhere W is positive. The discussion of the
solutions to Eq. (17a) can be qualitatively discussed on
the basis of the phase trajectories plotted in the plane
(S,S"). Figure 1 shows the trajectories of Eq. (17) for
different values of the parameters C,, C,, 4 —c?, and Y.
According to the possible roots of (17b), Eq. (17a) leads to
unbounded solutions (see curve (a), Fig. 1). In the case
where Eq. (17b) has two real roots, we have also un-
bounded solutions (see curve (b), Fig. 1). Curve (c) in Fig.
1 corresponds to the case where Eq. (17b) has four real
roots and bounded periodic solutions exist. Particular
cases are obtained when Eq. (17b) has double roots. If
Eq. (17b) has one double root, say S, solitary waves exist
for S, <S,<S, (S, and S, being the other single roots).
Curve (d) in Fig. 1 illustrates this case for C, =C, =0 and
S;=0 (see the Sec. V for more details). Finally, if Eq.
(17b) has two double roots, say S; and S,, we have the
particular case of the solitary wave corresponding to

1.4

10" dS/dX

0.0 T
-0.40 0.40 1.20

S

FIG. 1. Phase-trajectory diagram: curves (a) and (b) corre-
spond to unbounded solutions, curve (c) is associated with oscil-
latory solutions, curve (d) corresponds to the solitary wave solu-
tion (see Sec. V A), and curve (e) is the particular case leading to
the static domain wall (see Sec. V C).



3586

curve (¢) [C;=C,=0, 4 —c*=2%, §,=0, and S,=2 in
order to satisfy the boundary conditions (13)]. We must
have ¢ =0 and the solution is static. Since we can get rid
of the coefficient ¥ by changing the variable £ into £/V'y
if ¥ >0, that means that the characteristic width of the
excitation is altered by the velocity of the excitation it-
self. We can say that the faster the propagation the more
narrow the excitation. Note that the trajectories have
been plotted for y > 0, but similar results can be obtained
for y <0.

Numerical simulations of Egs. (17a)-(17c) show
different classes of nonlinear excitations corresponding to
some physical situations. Figure 2 sums up the results:
Fig. 2(a) gives the strain profile corresponding to curve (c)
in Fig. 1. For the latter case we have small oscillations
almost sinusoidal about a mean value of S. This leads to
a modulated structure in the [110] direction. The next
figure [Fig. 2(b)] is the situation for which the parameters

(a)

@
o

10" Strain

0.26 052 0.78 1.04 1.30

10° X

oo
o
o

,\
g

10" Strain

"0.00 0.40 0.80 1.20 1.60 2.00
10° X
(c)
8.0
£
© 40
e
wn
T 0.0+ . . — . ,
2 0.00 0.34 0.68 102 1.36 1.70
10> X
d)
8.0
£
© 40
=
wn
- 0.0+ — . . + ,
2 0.00 0.34 0.68 1.02 136 1.70
10° X

FIG. 2. Some classes of solutions to Egs. (55a)-(55c): (a)
quasisinusoidal solution, (b) array of martensitic solitary waves
(nonlinear periodic solution), (c¢) array of austenitic solitary
waves, and (d) array of austenitic-martensitic kink-antikink
pairs.
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are very close to those corresponding to curve (d) of the
phase trajectories (Fig. 1). The strain minimum is nearly
zero while the maximum approaches the first single root
of curve (d) in Fig. 1. The solution consists of an array of
solitons describing a spatially arranged structure made of
periodic martensitic and austenitic buffers. The solution
can be considered as a precursor feature of martensitic
transformations and initiates the nucleation of martensi-
tic phases within the parent phase as the transition is ap-
proaching.®® Note, since the period of the modulated
strain is continuous with respect to temperature, the pre-
cursor effect involves modulations which are incommens-
urate with the parent phase lattice.'>*%3! We then con-
sider the case where the strain maximum tends towards
the double roots of Eq. (17b) and the minimum goes to
zero. This situation is illustrated by Fig. 2(c) and period-
ic austenitic solitons are endowed in the martensitic state.
We can characterize this situation as a precursor trans-
formation where the parent phase is partially developed
in the martensitic phase. At length, Fig. 2(d) shows an
array of kink-antikink pairs when we are very close to
trajectory (e) in Fig. 1. This situation represents patterns
of rather large martensitic bands. Note some-similarities
with other models.?®?

Section V is devoted to the investigation of the limit
cases, that is, when the period of the modulated structure
becomes very large. Accordingly, we expect to obtain
elastic or strain solitary waves. This situation is some-
what equivalent to studying alloys made of periodic ar-
rangements of largely separated martensitic or austenitic
domains.*>

V. STRAIN SOLITARY WAVE SOLUTIONS

A. Martensitic solitary wave

We consider the case where C;,=C,=0 and S;,—0
which satisfies the boundary condition (16) for |£| large
enough. According to the trajectories of the phase dia-
gram (curve (d) in Fig. 1), we must have 0<S <S,,. For
this situation an exact solution to (17a)-(17c¢) can be
found

S= ‘S’"z , (18)
1+ Psinh“(Q&/2)
where we have set
1-3S,,/2
:W , (19a)
Q*=28,,(1—3S,)/3y , (19b)

where y is defined by (17c) and it must be positive if
A >0. The solution (18) depends on S,, which is the
maximum strain amplitude and satisfies W(S,,)=0. The
soliton velocity is strongly dependent on the wave ampli-
tude and is given by

c?=A4—-2S,(1—1S,). (20)

Nevertheless, the solution (18) is subject to the following
constraints on the parameters 4, §, and S,;:

(i) for 2= 4 <126+ % then
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sup[0,2(1—V'1—94 /2)]<S,, <2

m ’

(ii) for 0< 4 < % then

sup[0,2(1—V'1—94 /2)]<S,, <2(1-V1—-94/2) ,

(iii) for A <0 then
S, <2(1—=V1-94/2)or S, >2(1+V1-94/2) ,

where we have set 4 = A4 —128. The first two conditions
guarantee that the velocity is real and we have subsonic
waves, whereas the last condition implies only real veloci-
ty, since 4 <0. We note that the lower limit for condi-
tions (i) and (ii) is zero only if 4 <128. Condition (i) cor-
responds to the case where the elastic potential ®(S) (see
Fig. 2 of paper I) has a stable minimum at S=0 and
metastable minimum at a nonzero strain. However, con-
ditions (ii) and (iii) for 4 <% are associated with the case
where the low-temperature or martensitic phase is stable
(S#0 is the stable minimum of the elastic potential).
When S, approaches zero the soliton velocity is close to
that of acoustic-transverse waves. On the other hand, if
A is rather large and since S,, is finite, the velocity (20)
depends slightly on the wave amplitude; this case corre-
sponds to a linearly elastic behavior. The strain soliton
velocity as a function of the amplitude S,, is presented in
Fig. 3 for different values of 4. Two classes of variation
are shown separated by the straight line for 4 =2; this
special case will be examined in a forthcoming section.
The numerical simulation of the present strain soliton
is given in Fig. 4. The numerical scheme is directly pro-
vided by the discrete system (1) where the analytic solu-
tion (18) is used to provide the initial condition. The il-
lustration represents a small layer of martensite (de-
formed lattice) moving in the present phase (undeformed
lattice). From the physical point of view, the strain soli-
ton corresponds to the dynamics of a strongly distorted
lattice layer or a martensitic band sweeping across the

3.0

107" Velocity

™
(4]
L

0.00 3.50 7.00

107" S,

FIG. 3. Martensitic solitary wave: velocity vs strain ampli-
tude for different values of 4. The dashed curve corresponds to
the particular case 4 =2 which splits out the two classes:

(000), (www)for 4<%and (XX X), (xxx)for 4>2.
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FIG. 4. Numerical simulation of the discrete system: mar-
tensitic solitary wave moving on the parent phase (S =0).

crystal in the stacking direction [110]. The correspond-
ing deformed two-dimensional lattice is drawn in Fig. 5.

The total energy of the system is given by the Hamil-
tonian (8) and after some algebra we find

E(A,5,,8)=4V2y c2+%(1‘1*%*c2)

X [tanh~'(3V/S,,S)]

3c2+%(A-%-—c2)

xV'S, 8, |, 21)

where we have set S} =%—S, . This energy is plotted in
Fig. 6 versus the soliton amplitude for various values of
A and 8. We remark that, for whatever 4 <1286, the to-
tal energy can be approximated by

1/2

(S )3/2 ,

m

8
9

2

B> 4(126—A)

when S,, is small enough. Moreover, the energy becomes
infinite when ¥ approaches zero, unless 4 =126 and E
tends to —88V'3/9. For 0< 4 <2 the energy is bounded
because we must have real velocity, whereas for 4 > 2
the energy becomes infinite when §,, tends to the upper
limit 2. The particular case A =2 implies that
E . —4V28/81 when S,, —2.

Another quantity is worthwhile examining: the
characteristic width of the strain soliton. Since the soli-
ton is a pulselike shape we define the width A as the base
of the isosceles triangle formed by the tangents to the
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FIG. 5. The associated deformed lattice in the two-dimensional system: strain band along the [ 110] direction.

curve at the inflexion points and the £ axis.

This width is given in Fig. 7. We notice that the thick-
ness is infinite when S, tends either to O or 2 according
to the upper or lower limits on S,, due to the conditions
of existence. Since the coefficient ¥ is a function of §S,,,
then the thickness tends to zero as ¥. When S,, is very
small that means the harmonic limit of the nonlinear sys-
tem is valid so that the energy of the system becomes
small but the definition of the wave thickness cannot be
applied. But if S, tends towards 2 (only if 4 =2) the
thickness is very large which means that the pulselike sol-
iton is unstable and breaks into a soliton-antisoliton pair.
The process, of course, costs much energy which in-
creases. The special case when S,, goes to 2 will be ex-
amined for a particular situation.

10-? Energy

FIG. 6. Martensitic solitary wave: the total energy as a func-
tion of the solitary wave amplitude for different values of 4 and
8. (O0OO), (000) for A <% and 8> 4 /12 [condition (ii)],
(++4++4) for 4>2 and 8> A/12 [condition ()], (X X X),
(sx+) for 4> 2 and 8< 4 /12 [condition (i)], and the dashed
line corresponds to the particular case 4 =2.

B. Austenitic solitary wave

Another situation occurs when the equation W(S)=0
[see Eq. (17b)] possesses a nonzero double root, say S,
and the right-hand side of Eq. (17a) can be rewritten as

W(S)=1(S—Sg)AS—S,)(S—S,), 22)

where the roots are such that S, <S, <S,. The roots S,
and S, are defined by

S, =2(1—28,+11-35,/2) ,
S, =2(1—15,—11—35,/2) .

The study of the existence of such roots leads to
1<8y<2. (23)

Under the above conditions an analytic solution is found

2.41
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©
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0.6 1
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10°'S,

FIG. 7. Martensitic solitary wave: width vs strain amplitude.
Note that the width becomes very large when S,, approaches
the lower or upper limits of the segment of existence (for cap-
tion meaning see Fig. 6).
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and it reads as

Sa _SO
S(&)=S,+ 3 , (24a)
1+2P sinh*(QE&/2)
where we have set
P=1+(So—1)(S,—S,)/yQ?, (24b)
Qr=8,0125,—1)/y . (24c)

The wave velocity depends, of course, on the wave ampli-
tude S, through the relation

c2=A4—S,(1—58,) . (25)

We must have real velocity, whence the additional condi-
tions on S, and A4:

(i) for sup(126+2,1)< 4 <128+ 1 then

97
1<S,<i(1+V'1—44),
(ii) for inf(128+2,1) < 4 <sup(128+2,1) then

9774 907
S<So<inf[L(1+V'1—44),2],
(iii) for 2 < 4 <inf(128+Z,1) then

92
L14+V1I—44)<8§,<2,

where we have set 4 =4 —128 and S’\:% if A>1 or
S=(1+V'1—44)/2 if A<L. In other cases there is no
such solution. The special case 4 =2 corresponds to
So=2% and ¢ =0 which means the wave does not move.
In Fig. 8 we have plotted the velocity versus the ampli-
tude S, for different 4. The first condition (i) can be as-
sociated with the case where the elastic potential has only
one absolute minimum at S =0 (see Fig. 2 of paper I) cor-
responding to the high-temperature phase because 4 > 4.
Next, the conditions (ii) and (iii) correspond to the meta-
stable minimum at S#0, but the absolute minimum is
still the austenitic phase since Z2 4. Obviously, for

2.6

10°" Velocity

10°'S,

FIG. 8. Austenitic solitary wave: velocity vs strain ampli-
tude for different values of 4. The dashed curve corresponds to
the particular case A=% which separates the two classes:

(DDD),(OOO)forA<%and(+++),(><XX)forA>%.
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FIG. 9. Numerical simulation of the discrete system: austen-
itic solitary wave moving on the martensitic phase (S=S,).

A < Z no solution exists that corresponds to the stable
martensitic phase, because the martensitic phase is
predominant. We note that for rather small 4 the wave
velocity depends strongly on the amplitude S,, whereas
for a large value of 4 the amplitude dependence is weak
and the crystal behaves almost linearly.

The numerical simulation corresponding to this situa-
tion is presented in Fig. 9. As in the previous case the
numerical scheme is given by the equations of the
discrete model. Figure 9 shows a small layer of austenite
(weakly deformed lattice) moving in the martensitic
phase. Note that this case is the complementary situa-
tion of that of a martensitic domain in an austenitic ma-
trix. In addition, the solution is well defined once the pa-
rameter S, is known and satisfies the conditions of ex-
istence. If we consider the boundary conditions (16a)
(So=S;=Sy), we remark that o,=0y=0(S;)70, un-
less ¢ =0 (i.e., 4 =2) because in this particular case S, is
just the minimum of the elastic potential. If S;=2, the
strain is constant and equal to Sy.

The total energy of the system is calculated as in the
previous case from the Hamiltonian of the continuum
model and it is given by

2+ (g2
¥

E,( A4,S8,,,6)= -%\/2—7/ [
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where we have defined S, =5,—+ and S, =S,—4. The
total energy is expressed in terms of 4, §, and S, under
the conditions of existence. This energy is plotted versus
S, in Fig. 10 for various values of 4 and 6. For S very
close to 4 the energy (26) can be approximated by

with 8§=8—(4 —1)/12. We remark that the energy is
infinite when S, goes to %, unless 4 =2. For the latter
case ¢=0 and E,,—4V'25/81 which is the limit for
So=2% [only possible under condition (iii)]. Moreover,
the total energy (26) goes to the infinity when y goes to
zero. In Fig. 10 the dashed curve is the limit which
separates two classes of solutions when A4 =1 and
2= A4 =1, respectively.

The width of the strain soliton is, once again, defined
as in the case of the martensitic soliton. This width is
plotted in Fig. 11 as a function of S,. We notice that the
lower and upper limits of S, depend on 4. The width is
infinite for Sy =1 if 4 =21 and for Sy =2 if 4 > Z. More-
over, the width tends to zero as the coefficient ¥ goes also
to zero. Note that for S,=1 the strain is a constant and
the width is obviously very large. The second particular
case, namely S0=§, corresponds also to a constant solu-
tion, unless 4 =2, which will be examined. For both
limit cases (Sq—+ and Sy—2) the strain soliton either
breaks into a pair of kink-antikink or collapses.

=

154

10-* Energy

-2.54

FIG. 10. Austenitic solitary wave: energy as a function of
the strain amplitude for different values of 4 and &, (JOO) and
(0oo) for 4<% [condition (ii) or (Gii)], (+++) for
+<A4<128+% [condition ()], (XX X) for A4>1 and
A > 128+ % [condition (ii)] and the dashed curve corresponds to
the particular case 4 =1.
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10" Width

10'S,

FIG. 11. Austenitic solitary wave: width vs strain amplitude.
The width is very large when S, tends towards 4 or 2 (for cap-
tion meaning see Fig. 10).

C. Austenitic-martensitic kink

Now let us examine the particular situation 4 =2
which corresponds to curve (e) of the phase-trajectory di-
agram in Fig. 1. The equation W(S)=0 [see Eq. (17)]
possesses two double roots if C; =C, =0 which are S=0
and S=2. Note that we recover the special situation
that we have met in Secs. V A and V B. Moreover, if the
boundary conditions are considered, the solution must be
static since ¢ =0. The solution reads as

2
3

=, (28)
1+e 9

S(X)

with
0=1v2/5.

The solution represents a domain wall between an austen-
itic (S =0) and martensitic domains (S=2). We remark
that these two phases have equivalent energies, because
for A=2, §=0 and S=2 are the same minima of the
elastic potential (see Fig. 2 of paper I). The solution (28)
has been drawn in Fig. 12. The total energy of the system
for such a solution is

E,. . (8)=2V258/81, (29)

and it depends only on 8. The width of the domain wall
is then defined by

A(8)=6V25 . (30)

We notice that the total energy of the system for this case
is just twice less than the total energy for the martensitic
or austenitic solitary waves when 4=2% and S, or S,
goes to Z. This can be explained because for the limiting
case the width of solitary waves becomes very big, which
means the solution breaks into a kink-antikink pair and
the energy of the pair is twice the energy of a single kink.
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FIG. 12. Case 4 =%: static austenitic-martensitic kink be-
tween the domains S=0and S=2.

VI. CONCLUSIONS

In this two-part work we pursued several purposes in
order to understand some aspects of ferroelastic-
martensitic transformations, such as nonlinear elastic
structures or martensitic twinnings. To attack these pur-
poses we first constructed a lattice model including par-
ticular interatomic interactions which provided a fine-
scale description of microscopic textures made of marten-
sitic domains and interfaces. The model is then appropri-
ate to investigate dynamic problems related to twinning
formations. The model can be applied to alloys, such as
In-Tl, Fe-Pd, or Nb;Sn, which suffer a cubic-tetragonal
transformation of the first-order type involving shearlike
deformations.'?2!

On the other hand, special attention has been focused
on the continuum approximation or the construction of a
quasicontinuum, which is a good representation of the
lattice including discreteness effects (essential if dynamics
is concerned). The method uses the Fourier image of the
discrete quantities, and by assuming the long-wavelength
approximation we are able to transform the differential-
difference equations, which are usually not exactly solv-
able, into a partial derivative equation. This procedure
turns out to be very appropriate for our problem. Never-
theless, works concerning a quasicontinuum description
of anharmonic atomic chains have been discussed; these
works use different concepts, including higher-order
corrective terms,>* incorporating leading discreteness
effects,>*?° or developing iterative methods in order to
calculate very narrow solitary waves as accurately as pos-
sible.>®> Note that all the methods developed assume a
priori that we can find analytical functions which are
good approximations of the discrete quantities; however,
the method fails if a very discrete nature of the model is
essential. For instance, domain wall pinning, incom-
mensurate structures, or transition to chaos due to par-
ticular competing interactions at the microscopic scale
cannot be described by quasicontinuum approximation,
accurate though it was. Our quasicontinuum procedure
leads to two dispersive terms in Eqgs. (4) and (5a)-(5c):
the term V,, is due to the noncentral forces and it is in-
herent to the model itself; the other term V_,,, represents
the leading discreteness effects. The two terms can pro-
duce competing effects and they can modify deeply the
nature of the nonlinear excitation; indeed, the coefficient
v defined by (17¢) depends on the wave velocity. On the
other hand, solitary wave solutions contain ¥ so that the
thickness of the strain soliton is very dependent on the
velocity. Moreover, the collective effects of the noncen-
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tral interaction, discreteness effects, and nonlinearities
can cause drastic unstable phenomena or very interesting
dynamic problems. These aspects of the model will be
undertaken in another work.

Some results of the present model can be compared to
works relating to martensitic transformations often based
on the continuum point of view, especially insofar as
martensitic  solitary wave descriptions are con-
cerned.!47 162829 The present model can be also com-
pared to another lattice model which has been developed
to study martensitic patterns, but for this one-
dimensional model a lattice energy expansion up to the
sixth order in strain has been considered. However, simi-
lar results concerning strain solitary waves have been ob-
tained.>¢

The original part of the present study lies in the con-
struction of a model at two scale levels: microscopic and
quasicontinuum, which enables one to present the follow-
ing results: (i) the propagation of nonlinear excitations
describing the shearing motion of the atomic planes (110)
along the stacking direction [110] representing spatially
arranged structures made of periodic martensitic
domains and referred to as “tweed” patterns®®33738 and
(ii) the existence of strain solitary waves of a martensitic
or austenitic type. The domain patterns corresponding to
our localized strain structures are commonly observed by
means of electron microscopy or other means in various
alloys such as Ni-Ti, Ti-Mn, In-Tl, etc.’>3* Some numer-
ical estimates can be computed from available experimen-
tal data for the In-TI alloy.?*23° We then obtain a width
of martensitic domains about 8-10 lattice spacings,
which is commonly observed on high resolution electron
microscopy.3?3?

Nevertheless, further extensions of the model are
worthwhile investigating both in the discrete model and
its quasicontinuum approximation. We can study, for in-
stance, the very discrete problem of the nonlinear struc-
tures without passing to the continuum approximation.
This problem can be tackled by looking for the states
which minimize the lattice energy, leading thus to the
ground state. This question seems to be very appropriate
in the case of rather tiny martensitic domains and mi-
crotwinnings. In order to understand the mechanism of
domain nucleation and lattice stability we must consider
a complete two-dimensional system; this allows one to ex-
amine localized elastic domains and their stability or the
formation of very rich domain patterns.*® These interest-
ing problems will be proposed elsewhere. It seems to be
important to investigate the influence of an external field
and damping on the dynamics of such structures. How-
ever, it has appeared to us that the one-directional prob-
lem was quite essential to pave the way for studies of
more complex systems and the one-dimensional model is
a good guide for selecting the pertinent phenomena.
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