
PHYSICAL REVIEW B VOLUME 43, NUMBER 4 1 FEBRUARY 1991

Continuum limit in random sequential adsorption
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We develop analytical estimates of the late-stage (long-time) asymptotic behavior of the coverage
in the D-dimensional lattice models of irreversible deposition of hypercube-shaped particles. Our
results elucidate the crossover from the exponential time dependence for the lattice case to the
power-law behavior with a multiplicative logarithmic factor, in the continuum deposition. Numeri-
cal Monte Carlo results are reported for the two-dimensional (2D) deposition, both lattice and con-
tinuum. Combined with the exact 1D results, they are used to test the general theoretical expecta-
tions for the late-stage deposition kinetics. New accurate estimates of the jamming coverages in 2D
rule out some earlier "exact" conjectures. Generally, a combination of lattice and continuum simu-
lations, with asymptotic crossover analysis, allows for a deeper understanding of the deposition ki-
netics and derivation of improved numerical estimates.

I. INTRODUCTION

In many experiments on adhesion of colloidal particles
and proteins on substrates, the relaxation time scales are
much longer than the times of the formation of the depos-
it. ' Much theoretical attention has been devoted to the
problem of irreversible rnonolayer particle deposition
termed random sequential adsorption (RSA) or the car-
parking problem. A quantity of central interest is the
fraction of the total volume Iarea in two dimensions (2D)]
covered by the depositing particles 0(t). Because of the
blocking effect by the already deposited particles of the
volume (area) available for deposition of additional parti-
cles, the limiting value 0( co ) is less than the close pack-
ing. The formation of the limiting jammed state is
governed by the infinite memory correlation effects, due
to the absence of relaxation. Therefore, the time depen-
dence of 0(t) cannot be described by the mean-field
theory except for very short times for which 6(t ) ~ t.

Theoretical studies ' of the RSA processes invoked
various methods ranging from series expansions to nu-
merical Monte Carlo simulations. Exact results are avail-
able in 1D (see, e.g., Ref. 9). For continuum deposition
models, the long-time behavior is generally given by the
power law,

const(lnt )~

t~

where q =0 in most cases. In 1D one has p = 1, q =0 (see
Ref. 9). Analytical arguments"' support the numerical
conjecture' that p = I/D (and q =0) for deposition of
spherical objects in D dimensions. However, there are
analytical' and numerical ' indications that the pre-
cise form of the convergence law depends on the shape
and orientational freedom of the depositing objects.

Numerical simulations of continuum deposition are
exceedingly difficult, and even the results of very long

Monte Carlo runs are difficult to interpret unambiguous-
ly. ' On the other hand, lattice model simulations are
easier to perform. ' ' ' However, the approach to the
jamming coverage is asymptotically exponential in lattice
deposition models:

9(t) =0( ~ )
—conste (1.2)

In the present work we consider the deposition of
fixed-orientation squares on 2D substrates. For the con-
tinuum version of the deposition of hypercubic objects of
fixed orientation in D dimensions, Swendsen' proposed
an analytical argument for the asymptotic law (1.1) with
q =D —1 and p =1. The purpose of our study is to devel-
op an analytical theory elucidating the crossover from
the characteristic lattice behavior (1.2) to the continuum
asymptotic form and to test various phenomenological
predictions by lattice and continuum Monte Carlo simu-
lations in 2D.

Generally, the crossover from the lattice to continuum
behavior in irreversible kinetics has not been investigated
in the literature, except for the exact results for the depo-
sition of k-mers in 1D, which can be analyzed in the limit
k ~ co (see Ref. 9). Our analytical considerations,
presented in Secs. II and III, generalize the "continuum"
ideas of Refs. 11 and 12 to the lattice kinetics. Predic-
tions of the phenomenological theory are compared, in
Sec. IV, with the asymptotic expressions derivable from
the exact solution of the deposition of k-mers on lattices
in 1D. The Monte Carlo simulation of the 2D deposition
of oriented squares is described in Sec. V. The results for
the jamming coverages are given in Sec. VI. Sections VII
and VIII are devoted, respectively, to the comparison of
the Monte Carlo results with the phenomenological
long-time asymptotic predictions and with the
continuum-limit behavior. Finally, Sec. IX gives a brief
summary and discussion.
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II. LONG-TIME RSA KINETICS: FROM
LATTICE TO CONTINUUM

We consider the deposition of (hyper)cubic objects of
fixed orientation and of size $ on a D-dimensional sub-
strate. Let us assume that the substrate has dimensions
L and cubic shape aligned with the orientation of the
depositing l cubes. It is also convenient to visualize L
as an integral multiple of I. However, we will always as-
sume L ~ ~ an an implicit limit taken before any other
limits, so that we do not concern ourselves with finite-size
eftects. The rate of random deposition attempts will be
denoted by R and measured per unit time and volume. A
point in the volume L is chosen at random, with a uni-
form probability density. It marks the location of a hy-
percube of size l, e.g. , by being the cube's center. If this
cube does not overlap any other cubes already in place, it
is "deposited. " Otherwise, the attempt is discarded.

The lattice approximation is introduced by choosing
the cubic mesh size b=l/k. A hypercubic lattice of
spacing b is fixed parallel to the axes of the total volume
L . The lattice deposition is defined by requiring that
the objects of size l can only deposit in sites consisting
of k lattice unit cubes, and the depositing cubes must
coincide exactly with their lattice subcubes. Thus the
deposition is no longer continuous, but is discretized and
occurs only in (L /b ) sites (we neglect boundary effects).
In order to preserve the overall deposition rate, the depo-
sition attempt rate at each allowed lattice location (site)
must be Rb (per unit time).

According to Refs. 11 and 12, the late stage of the
deposition in continuum can be described as the filling up
of voids small enough to accommodate only one deposit-
ing object. The deposition process consists of two types
of events. Large gaps are partially filled by the depositing
objects leaving smaller gaps. Gaps small enough so that

only one object can fit in are also filled up, simultaneously
with the first process. However, there should exist a cer-
tain time ~ after which most of the large gaps have been
eliminated and the deposition process is dominated by
the small gaps. At this time ~, the density of those small
gaps (number of gaps per unit volume) will be p, and one
can further assume" ' that gaps of various shapes have
roughly equal density.

For lattice models a similar picture should apply for
sufficiently large k values. The correct condition turns
out to be k ))Rl ~. Specifically, for the deposition of
(hyper)cubes, typical small gaps can be assumed' to have
rectangular shapes, with edges along the lattice direc-
tions. For counting purposes, we can classify these
"small voids" as rectangular boxes (or close, near-
rectangular shapes) of sizes [(k + n )( X ( k + n z ) X
X(k+n D)], measured in lattice spacings. The integers
n can take on values n =0, 1, . . . , k —1, in order to
prevent deposition of more than one object in a void. In
this approximate classification of the gaps, there are k
diA'erent types of gaps. Each type will have density p/k
at time ~ and will be filled up at the rate
[Rb (n(+1)(n2+1) (n D+ I)] per unit time. We will
consider the regime of t ))~ so that no new small gaps
are created by the filling up of large gaps. Then the den-
sity 0, of each type of small gap ("type" being specified by
the set n ) will have the following time dependence:

p —Rb (n(+ () (n D+1)(t —7)
2. 1J kD

We now recall that the coverage 0 is defined as the
fraction of the volume covered by cubes. In each deposi-
tion event it is increased by (l/L) . The rate of such
events per unit time, for each type of gap, is just
[Rb II(n )Q ((n +1)]. Thus we have

dO

dt
1

Q (n +1) exp Rb Q —(n +1) (t —r)
nD=O k j=l m =1

(2.2)

This relation can be integrated to yield the asymptotic (t ))r) estimate

(Dk —1 k —1

Hk(t)=Ok( oo )
— g g exp

n
1
=0 nD =0

Rl D

Q (n +1) (t —r)
m =1

(2.3)

where the k dependence of 9k( ~ ) for k ))Rl r should be smooth and have no interesting features. We will omit the
k dependence of Sk(t) in most of the expressions below.

We further note that the expressions (2.2) and (2.3) can only be used as the leading-order estimates. Indeed, the limits
of large k and t have been assumed, and at the present level of the derivation we have no control of the corrections.
Thus we can modify these relations as long as the leading behavior is preserved. The most important such change is to
replace (t —r) by t, thus neglecting terms of relative magnitude Rl rlk, as compared to the leading-order t-dependent
terms. This suggests that (2.2) and (2.3) provide in fact a one parameter p asymptot-ic representation of the coverage.
The result is also quite insensitive to the upper limits in the sums over n, but the present form is as convenient as other
choices. Thus we replace (2.3) by

)Dk —1 k —1

Ok(t) =0(, ( ~ )
— g . g exp

nl =0 nD =0

RI
(n +1)

kD
(2.4)
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III. LONG-TIME RSA KINETICS: SPECIAL LIMITS

In this section we consider some special limits in which relation (2.4) is reducible to less cumbersome forms. First,
for k fixed, the "lattice" long-time behavior sets in for Rl t »k . In this limit the n =. 0 term in the sums in (2.4)
dominates:

D D
g(t) g( )

P —R! t/k
Dk

Thus the time decay constant in Eq. (1.2) increases as k

o. =k /(Rl ) (k large) .

The continuum limit of (2.4) is obtained for k »Rl t. In this limit one can convert the sums to integrals:

g(t)=g(~) —pl dx, dxDexp( —Rl tx, xz . . xD) .
1 1

0 0

(3.1)

(3.2)

(3.3)

Recall that all the expressions here apply only for t))~ and k ))R/ ~, where Rl ~ is a fixed quantity of order 1.
Thus the large-k and large-t conditions are simply k »1 and t »(Rl ) '. The latter condition allows us to evaluate
the integrals in (3.3) asymptotically, to the leading order for large t, which yields

g( ) g( )
p[ln(R/ t)]

(D —1)!Rt

The asymptotic (lnt ) 'It law was derived in Ref. 12 for the continuum deposition of cubic objects.

(3.4)

IV. EXACT 1D RESULTS AND SCALING INTERPRETATION

In 1D it is convenient to consider the derivative expression (2.2) in which we replace r by 0 (see Sec. II), and we fur-
ther extend the summation to oo, which amounts to neglecting a contribution of order exp( Rlt ). —Furthermore, let us
introduce the dimensionless time variable

T=g(Dt . (4.1)

The 1D version of (2.2) then yields

do pje
dT k2(1 e

—T/k)2

The exact solution is given by

u0= du exp —2 v
'

1 — 1 ——
0 0 k

k —1

dv

(4.2)

(4.3)

which yields

dg T k(] —e T jk~
=exp. ———2 v

dT k 0 k
dv (4.4)

U
1 ——

k
(4.5)

Then note that for large positive X, we have

x$-f du =y+lnX,
0 V

(4.6)

where y =0.577 215 664 9. . . is the Euler's constant.
These relations, with

X =—k(1 —e ~"), (4 7)

Both our asymptotic considerations and the exact 1D
solution suggest the scaling-limit interpretation: Let
k —+ ~ and T~ ~ with the fixed ratio T/k . As long as
T ik (D = 1 ) is a finite positive constant, the large-k
limit of (4.4) can be calculated as follows. First replace

k —1

I

reduce the exact result (4.4) to the asymptotic expression
(4.2), provided we identify

pl—:e ~ (D=l) . (4.8)

Thus the asymptotic estimate (4.2) applies in the scal-
ing limit. In the two extremes T ))k and T «k, we ex-
pect (3.1) and (3.4) to hold. While the T «k case is
straightforward, the above derivation must be considered
with caution in the case T))k because the upper limit in
the u integration is close to k and (4.5) cannot be used.
However, we checked by a different limiting procedure
not detailed here that (3.1) is indeed obtained from the
exact solution. (Recall that for general D, the limiting re-
gimes are defined by T »k and T « kD. )

The analysis of the k dependence of gk(t =~) is
mathematically complicated, and it was not attempted
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here. Numerical results for several k, up to k=1000,
were reported and discussed in Ref. 9.

We also compared the predictions (3.1) and (4.2) with
the results of a numerical integration of the exact expres-
sion for the time-dependent coverage in D =1. For times
T) 10k the approximants calculated according to (3.1)
and (4.2) agree with the exact results within 10 for
different values of k (k =2, 10, 100), and the differences
decrease exponentially in time for longer times. For
shorter times (T(10k) the full asymptotic form (4.2)
gives better agreement with the exact results than (3.1).

V. MONTE CARLO ALGORITHMS
FOR 2D DEPOSITION

The RSA model of the 2D deposition was studied by
computer simulations on a periodic (N XN) lattice of
unit spacing. Initially, the lattice site occupancy vari-
ables I(x,y ) were set to the empty values I(x,y)=0. At
each deposition attempt, a site (xo,yo) was chosen at ran-
dom. Ifl(x,y)=0 for xo &x (xo+k andyo (y (yo+k,
then a (k X k )-mer was put on the lattice: We set
I(x,y)=1 at these k sites; otherwise, the attempt was re-
jected. The Monte Carlo time variable was defined in
such a way that a unit time step consisted of exactly
(Nlk) deposition attempts. One can check that this
definition corresponds to the dimensionless time variable
T defined in (4.1), and it differs from that used in Ref. 24
by a factor k .

Three different updating schemes were used in our cal-
culations.

AIgorithm 1: A direct implementation of the steps de-
scribed above; I(x,y) is stored as an integer (or logical)
array (NXN). This algorithm is efficient for smaller k.
However, it becomes inefficient for larger k values be-
cause the computer time per one trial increases as k,
while the memory requirements grow as X . Thus it was
used only for k =2, 3 and for testing the other methods.

AIgorithm 2: The system is divided into square boxes
of size (k X k ); recall that we always take N as an integral
multiple of k. For each deposition attempt at (xo,yo) as
described earlier, one checks the box containing (xo,yo )

and eight boxes around it for overlap. The coordinates of
the (k X k )-mers deposited can be stored in an array of
size (N lk) X(N/k). The computer time (per attempt) is
constant with k. In fact, a continuum deposition was also
simulated by using this bookkeeping method, with k = 1

and (x,y) allowed to assume real-number values. For the
discrete deposition, memory requirements are reduced by
a factor k as compared to algorithm 1. Most of our
time-dependence data were obtained by using algorithm
2.

Algorithm 3: For late times T)&k, most of the at-
tempts are rejected. The acceptance rate is exponentially

—T/ksmall, —e " [see (3.1)]. A more efficient way for cal-
culations near the jamming limit was devised based on
this observation. We used the same data structures as in
algorithm 2. In addition, an auxiliary list was employed
to store all the possible sites for further deposition after
the initial Monte Carlo run for T (k . For T )k we
chose sites at random only from this list, which was in

turn updated after a certain number of attempts. The
jamming limit was reached when the auxiliary list was ex-
hausted. The time-dependence information could be ob-
tained with a suitable renormalization of time by the in-
verse of the fraction of the "available" deposition sites.
However, we only used algorithm 3 for the determination
of the jamming coverages (Sec. VI).

VI. JAMMING COVERAGES IN 2D

The maximum coverage (jamming coverage) values
have been investigated by several authors (see Refs. 13,
16, and 18, and literature quoted therein). We used algo-
rithm 3 for estimating 81,(~ ), as described in Sec. V.
The results are summarized in Table I. These data were
obtained for system sizes N/k =200. For such sizes the
finite-size effects can be neglected when compared with
the statistical spread of the resulting estimates. Indeed,
for k =2, for instance, we checked that the differences in
the jamming coverages obtained with X/k =10, 200, and
500 are comparable with statistical errors. Recall that we
used periodic boundary conditions which tend to yield
the smallest finite-size effects quite generally. In 2D
simulations finite-size corrections of order k/N are ex-
pected for free (open) boundary conditions. '

When plotted versus 1/k, the Hk( ~ ) estimates show a
slight curvature, which suggests a fit to the form

Ai
& (~)=& (~)+ + +k oo k

(6.1)

By the standard manipulations of the sequence given in
Table I to cancel the leading 1/k term, followed by a fur-
ther extrapolation to k ~ ~ (see Ref. 26 for a review), we
arrived at the estimate

9„(~ )=0.5620+0.0002 . (6.2)

Our jamming coverage estimates are generally con-
sistent with and more accurate than the previous re-
sults. ' ' ' The errors are small enough to rule out the
conjecture of Palasti, and its generalization for finite
k, which state that the jamming coverages for the 2D
(k Xk) oriented squares are equal to the squared jam-
ming coverages of the corresponding 1D k-mer models.
The latter are known exactly. Our numerical ranges are

2
3
4
5

10
20
50

100

0.747 93+0.000 01
0.679 61+0.000 01
0.647 93+0.000 01
0.629 68+0.000 01
0.594 76+0.000 04
0.578 07+0.000 05
0.568 41+0.000 10
0.565 16+0.000 10

30 000
30 000
15 000
17000
4 400

600
150
199

TABLE I. Jamming coverage estimates for the 2D lattice
deposition of (k Xk) oriented squares. The error bars shown
are statistical. The data were averaged over several Monte Car-
lo runs, the number of which is given.

Runs



3370 V. PRIVMAN, J.-S. WANG, AND P. NIELABA 43

quite close to the conjectured values (but do not include
them). For a given k the differences are about half a per-
cent of the 8k( ~ ) value. To check for the possibility that
the difference might be due to a subtle correlation of the
random numbers in the longest runs which are those that
yield the jamming coverages, we used three different
random-number generators: VAX-Fortran supplied ran-
dom numbers, exclusive-OR algorithm (R250), and a hy-
brid of R250 and a simple linear-congruent random-
number generator. All runs gave the same results.

VII. MONTE CARLO RESULTS (2D)
FOR LONG AND INTERMEDIATE TIMES

In this section we describe the coverage data 8k ( T) ob-
tained by Monte Carlo simulations for k =2, 3, 5, 10, and
20, for times T~ 1000. These data were obtained by im-
plementing algorithms 1 and 2, on lattices of sizes
%=200k. For k ~10 the T values up to 1000 are large
enough to see clearly the exponential decay [see (3.1)].
Let us rewrite (3.1) as

k [8k(~)—8 (1T)]=pl e ~" (D=2) . (7.1)

pl2=0. 490, 0.424, 0.414, and 0.663, (7.2)

for k=2, 3, 5, and 10, respectively. Here again it is
difficult to decide what are the error limits.

Then the theoretical prediction (3.2) is X =—1.
Our data are shown in Fig. 1. It appears that a clear

straight-line behavior on a semilogarithmic plot of
[8( ~ ) —8( T) ] versus T is obtained for times T ~ 3k 2.

The slopes of the asymptotic straight lines for k ~ 10 sug-
gest the X estimates 1.002, 0.984, 0.977, and 1.095, for
k =2, 3, 5, and 10, respectively. It is difficult to assign re-
liable error bars to these numbers. However, these esti-
mates confirm the theoretical value X:—1.

The dimensionless amplitude pl in (7.1) follows from
the intercepts of the straight-line fits. The data of Fig. 1

yield the values

The phenomenological prediction (2.4) involves only
one parameter p. Thus, in Fig. 1, we plotted the func-
tions (2.4) for each k value, taking pl =0.44 in all five
cases. The solid curves (Fig. 1) thus obtained indeed fol-
low the numerical data and in fact provide a quantitative-
ly good representation especially for the smaller-k data.
Recall that (2.4) is the leading-order asymptotic predic-
tion, and in fact it should apply for large enough k and T.
The fact that "large k" is actually quite small is an empir-
ical observation. The uncertainty in the p values and the
difficulty in obtaining high-quality numerical data for
larger-k values in the regime T~ k preclude a detailed
check of (2.4) for k )20.

It is in fact possible that (2.4) sometimes applies for
rather small-k values. Indeed, the only aspect of the
derivation of (2.4) that seems to require large k is the as-
sumption that the densities of voids of various shapes are
roughly equal at the time ~. For large k we can assume
this property for a nearly continuous void-shape distribu-
tion based on the success of the "continuum-deposition"
arguments of Refs. 11 and 12, which were checked by
several numerical and analytical studies for a range of
deposition problems. For small k, when only a few void
shapes are possible, the equal-density assumption may
well break down. In fact, we did use k && 1 in (4.5), in the
1D case.

VIII. RESULTS FOR THE 2D DEPOSITION
IN THE CONTINUUM LIMIT

In this section we describe the analysis of the coverage
data obtained for k =2, 3, 5, 10, 20, 50, and ~ (a direct
continuum simulation described in Sec. V, with algorithm
2). As before, these data were obtained by implementing
algorithms 1 and 2, on lattices of sizes %=200k, with the
longest runs up to T=1000. However, the focus of this
section is on the continuum limit which according to the
phenomenological expectations is reached in the regimek'» T.

In Fig. 2, [8k( ~ )
—8k(T)] estimates are plotted on a

double logarithmic scale. It is clear that the data for

I

10

10 10
—1

10
CD

I

104-
8

CD
10

10 '-=

10
100 200

T

300 400
10

10
I

100 1000

FIG. 1. Time dependence of the coverage in the 2D lattice
deposition of squares of sizes k=2, 3, 5, 10, and 20. The top-
most data are k =20, and the lower data sets correspond to the
decreasing k values. The solid curves correspond to the asymp-
totic expression (2.4), with p =0.44l

FIG. 2. Monte Carlo data as in Fig. 1, supplemented by the
k= ~ results (top-most set) and the k =50 results (second set
from the top), plotted on a double logarithmic scale. The lower
data sets are for k =20, 10, 5, 3, and 2.



43 CONTINUUM LIMIT IN RANDOM SEQUENTIAL ADSORPTION 3371

T[0 ( co )
—0 (T)]=(pl )lnT+c, (8.1)

with (pl ) =0.379 and c = —0.296. The data for T ) 800
were excluded because of the statistical noise (see Fig. 3).
The pl value is roughly consistent with the estimates
given in (7.2), based on the analysis in the regime T ))k . .

The uncertainties in pl estimates in both asymptotic re-
gimes are large and difficult to estimate reliably.

IX. SUMMARY AND DISCUSSION

finite k break off the k = ao results for T values which are
considerably less than k . The present k values are not
large enough to decide unambiguously if the criterion
T/k =O(1) is replaced by another proportionality law,
e.g. , T-k, with ~&2, or if one has a proportionality
constant in T-k much less than 1. In any case this
crossover feature of our Monte Carlo results is not de-
scribed correctly by the phenomenological theory.

Because of the presumably logarithmic correction [see
(3.4)], the slope of the curves in Fig. 2 continuously varies
with T. We tried several fits of the data for
[0 (ae) —0 (T)] to a simple power law (without loga-
rithms). The effective exponent p, s. thus obtained shows
a slow but clear convergence to the expected value p = 1

[see (1.1) and (3.4)]. Note that we used the central value
of (6.2) for 0 ( ~ ). Indeed, for this quantity the lattice
extrapolation as described in Sec. VI was found to yield
more accurate results than the direct extrapolation of the
numerical estimates of 0„(T) to the T~ ~ limit.

The available data are not sufficient to obtain reliable
estimates of both powers p and q in (1.1). As a further
evidence supporting (3.4), let us impose p = 1 and test the
logarithmic time dependence of T[0„(~ )

—0 (T)]. The
data for this quantity versus T is shown in Fig. 3. A
linear relation is clearly seen for T~50. The data for
50 T 800 can be fitted well by

2.0

1.5
I

CD
1.0

8
CD

0.5 .=

0 I I I I I I I II
I

i i I I I I I I I I I
I

10 100 1000

FIG. 3. Monte Carlo results for T[0„(ao )
—0„(T) ], calculat-

ed with the central estimated value (6.2), 0 ( ao ) =0.5620.

Monte Carlo algorithms for studying the 2D deposi-
tion were developed and applied both for the lattice and
continuum cases. The 2D data confirm the theory in
most of their features. The observed discrepancy (Sec.
VIII) with the crossover criterion T-k calls for further
study and elucidation.

Our numerical results provide new high-accuracy jam-
ming coverage estimates in 2D and rule out the conjec-
ture relations ' to the squared 1D jamming values.

Note added in proof. Recently, new numerical results
were reported for the continuum deposition of squares,
providing an accurate verification of the (lnt/t) asymp-
totic behavior of [0„(ae ) —0 (t)]. This new study also
yielded the improved jamming coverage estimate
0 (ao)=0.562009+0.000004, as well as 0k(~) values
for k =2, 4, 8, 16, 32, . . . . These results are consistent
with our estimates for k =2, 4, ao, see (6.2) and Table I.

In this work we developed a phenomenological theory
of the late-stage deposition of fixed-orientation hyper-
cubes, with emphasis on the lattice deposition and cross-
over to the continuum limit. Our main analytical result
is (2.4) and its asymptotic limits (3.1) and (3.4). Exact 1D
calculations confirm the phenomenological theory.
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