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We present the basic equations that permit the efficient simulation of vortex structures in inho-
mogeneous materials whose superconducting behavior is described by the London equations. In
analogy to homogeneous materials, we show that the energy of such structures is the sum of a self-
interaction part, which depends on the local variation of the penetration depth, and a sum of pair
interactions, which are the Green’s functions of the London equation for an inhomogeneous materi-
al. This formalism permits simulations in which the exact, long-range London interactions between
flux lines are used. In addition, the realistic modeling of defects by allowing the penetration depth
to vary spatially is possible, and pinning, instead of being assumed, arises in a natural manner by lo-
cal variations in Lorentz forces. The equations were solved for a variety of one-dimensional models
of inhomogeneities, and physically reasonable flux-line lattices were found. A suggestion for the use
of the formalism to study the dynamic properties of flux-line lattices is made.

I. INTRODUCTION

Most static and dynamic macroscopic magnetic prop-
erties of type-II superconductors are determined by the
flux-line lattice (FLL). These properties, in turn, inti-
mately depend on the material. Microstructural defects
(inhomogeneities) interact with the flux lines and create
the pinning forces acting on the vortices. These forces,
together with the intervortex interactions and thermal
fluctuations, determine the static and dynamic properties
of the FLL. Consequently, it is of interest, particularly
for static properties, to understand how the FLL struc-
ture is affected by different types of microstructural de-
fects such as grain boundaries, twinning planes, normal-
state inclusions, voids, etc. However, because these de-
fects are often randomly distributed, the background po-
tential in which a flux lines moves is, in general, quite
complex. This complexity makes a detailed, analytic
resolution of the equation of motion for the FLL possible
only for restricted simplified, geometries.! ”® Hence, for
potentially more realistic microstructures, a numerical
approach is necessary.

Brandt* was the first to simulate numerically the in-
teraction of vortices with pinning centers. He assumed
that the vortex lattice energy could be written as a sum of
pairwise interactions between vortices plus a sum of in-
teractions between the vortices and postulated pinning
centers. He simplified the problem by considering a set
of pointlike vortices interacting among themselves via a
short-range, Gaussian-like potential, and interacting with
fixed, attractive, randomly distributed, pinning centers
also described by a Gaussian-like potential. The choice
of Gaussian interactions was made solely for computa-
tional convenience. With this modeling, he calculated
minimum-energy vortex configurations for a variety of
pinning center configurations and various vortex and pin-
ning center densities. He focused on the elastic and plas-
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tic properties of the FLL as well as estimates of critical
pinning forces and currents.

In a series of papers, Jensen and co-workers® studied
numerically the onset of diffusion in the FLL in a thin-
film superconductor. Using modeling similar to that of
Brandt, these authors were also mainly concerned with
the elastic properties of the FLL, and by using a com-
bination of molecular dynamics and annealing tech-
niques, they integrated numerically the equation of
motion for a flux line, calculated the elastic properties of
the FLL, simulated flux flow, and determined such mac-
roscopic properties as voltage-current characteristics.

The above heuristic modeling of the interactions is in
sharp contrast to what is possible for a homogeneous ma-
terial. For vortices with pointlike cores, the London
equation is appropriate. From this equation the interac-
tion between vortices (for an infinite material) is easily
found in terms of an analytic solution. The energy of the
system consists of two parts: one part is the self-energy
of a vortex while the other is a pairwise sum of the in-
teractions between vortices. Since the self-energy for a
homogeneous system is independent of vortex position,
only the “two-body” interaction contributes to the FLL.
With this interaction, the energies of different, regular
lattice structures are easily calculated and compared to
determine  which  represents the lowest-energy
configuration. The lattice is “pinned” since the Lorentz
force acting at each vortex core is zero.

In this paper, we restrict ourselves to studying FLL
structures in the presence of different inhomogeneities.
We will proceed in a manner analogous to the study of
homogeneous materials. We will demonstrate that even
in the presence of inhomogeneities the energy of a system
of vortices is the sum of self-energy and of pairwise in-
teraction contributions. The pairwise interaction is a
solution of London’s equation, which, in general, can be
found only by solving this equation numerically. Since
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the disorder, which is introduced through a spatially
varying penetration depth A(r), will in general prohibit
regular lattices from being formed, we will find the prop-
er FLL by minimizing numerically the energy of the sys-
tem by adjusting the vortex core positions. Since the in-
teraction is not a function of distance between vortex
pairs, but will depend on absolute positions, this will re-
quire a constant recomputation of the interactions until
the minimum-energy configuration is reached. Thus, in
contrast to the above papers, to determine the FLL, we
will use the correct, long-ranged interaction between the
vortices. Pinning sites are not assumed, but will develop
naturally as a consequence of the Lorentz force acting on
the vortex caused by the inhomogeneities locally disrupt-
ing the magnetic fields surrounding the current carrying
vortex cores.

Our main intent is to present a “proof of concept.” Al-
though we will present our basic equations for a two-
dimensional geometry, we will, for computational ex-
pediency, restrict our calculations to one dimension.
Even so, we find many physically interesting results: The
vortices are, in general, repelled by regions of low
penetration depth and attracted to regions of high
penetration depth. The number of vortices occupying a
high A region can saturate, at which point the region be-
gins to act as a repulsive one.

The rest of the paper is organized as follows. Section
IT describes the model used to determine the FLL struc-
ture and Sec. III details our numerical technique. In Sec.
IV, we report our results for a simple one-dimensional
case. In the last section, we state our conclusions and
discuss plans for two-dimensional simulations of related
problems.

II. MODEL SYSTEM

We consider a two-dimensional superconductor in the
London approximation, where the coherence length
£—0. In this approximation, the vortices are treated as
pointlike objects. This approximation is expected to be
justified for the new high-T, superconductors because of
their large penetration depth A and short coherence
length £. The problem consists of finding the spatial
configuration of a set of interacting vortices in the pres-
ence of various defects. This configuration is the one that
minimizes the total energy of the system, so our task is
first to obtain a general expression for the free energy of a
system of vortices and then to minimize it with respect to
vortex positions.

A general, analytic expression for the free energy can
be obtained in terms of the Green’s function of the Lon-
don equation with a spatially varying A. The derivation
follows de Gennes’ for a position-independent A materi-
al,® and generalizes his result. We start by considering a
set of NV interacting flux lines in a two-dimensional super-
conductor, where the penetration depth is an arbitrary
function of position. In the London approximation, the
magnetic-field distribution of a single isolated vortex line
at r' is the solution of the equation:?

VX[AXr)VXb(r,r')]+b(r,r')
=0pb(x —x")8(y —yp')2, (1)
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where @ is the flux quantum and b(r,r’) is the magnetic
field at r set up by a vortex at r’. Since this equation is
linear in b(r,r’), the total field B(r) in the presence of N
flux lines can be written as a linear superposition of the
field of the individual flux lines:

N
B(r)= ¥ b(r,r;), (2)

i=1
where r; designates the position of the ith flux line. The
reciprocity b(r,r’')=b(r’,r), characteristic of a Green’s
function, also holds. The total energy of the system is

given by
E=s— [ d*[BXn)+ 20|V XB()] . 3)
Ho
E=E(r,1,...,ry) is a nonlinear function of the posi-

tions of the N flux lines.
bra, we can rewrite E as

E= - [ [pmiB

2 ff A2r){B(r)X[VXB(r)]}-do . 4)

Using elementary vector alge-

X[VXB(r)]}-do

2#0 i=

where S designates the set of cylindrical surfaces o;, of
arbitrary radius £ centered at the center of each vortex
core. Equation (4) is the same as that obtained in the spe-
cial case when A is position independent. Upon substitut-
ing Eq. (2) into Eq. (4) and using the same procedures as
de Gennes® to simplify the resulting expression, we can
rewrite the total energy of a system of interacting flux
lines as a sum of one-body and two-body terms:

=g 3 J J, 200

2u 2

+—2ff AXr){b

Ho i<j

=E,+E, . )

b(r,r;) X[V Xb(r,1;)]}-do

(r,r;) X[V Xb(r,1;)]}-do

The two-body interaction term can be simplified further.
We first consider the term in the double sum (6) and let
r'=r—r;:

ij

—#iff A3r 1) {blr +1,01))
0 i

X[V.Xb(r',r;)]}-do; . (6)

Upon expressing the integrand in cylindrical coordinates
(r',¢,z), and using b=>b,(r’,¢)€,, we find that

. 3b,
e,.j=“i0f02 d ENT +r0b(r + 1,1 (rr,) , (D)

a ’
where e;; is now the energy per unit length of the flux
line. If we take the limit £—0 and exchange the summa-
tion and limit, we get

z

e.-=—1—27r7»2(ri )b
or'

ij
Ho

(L5, T )11m

3

e
r=¢g
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For r'—0 and for sufficiently small &, one must recover
the homogeneous result for b,, namely

)
27AN(r;)

rr

AXr;)

1

b,(r',r;)=

K, 9)

Then, using the behavior of the modified Bessel function
for small arguments, Ky(x)~ —Inx, it is easy to show
that the limit appearing in (8) equals ®,/27A%(r;). So, we
can reduce (6) to the remarkably simple result:

). (10)

To obtain Eq. (10), we used the reciprocity property of
the Green’s function, b,(r;,r;)=b,(r;,1;).

The one-body term E | in Eq. (6) is somewhat more del-
icate to manipulate. In the limit that £—0, this term
diverges logarithmically. It represents the self-energy of
the flux line and is position dependent if the penetration
depth is position dependent. A finite cutoff £ has to be
chosen to keep it finite. In what follows, we will set &
equal to the coherence length of the superconductor and
write

_ Py s 1
2mpo FOMr)?

E, (11)

One can already see that the structure of the FLL will be
determined solely by the competition between the one-
body and the two-body terms in E. The one-body term
will tend to move a vortex to a region of the sample
where the penetration depth A is large to minimize the
vortex self-energy. This tendency will be counterbal-
anced by the repulsive force between the flux lines de-
scribed by the two-body term, which will prevent the vor-
tices from clustering at one location in the superconduc-
tor.

An important aspect of the problem consists in choos-
ing the spatially varying penetration depth A(r) to model
more or less accurately actual defects and inhomo-
geneities. It should be emphasized that there are essen-
tially two different types of pinning mechanisms.” Core
pinning results from the interaction between the normal
vortex core and a local inhomogeneity. The condensa-
tion energy required to make the order parameter equal
to zero at the center of a vortex core can be recovered if
the vortex sits in a region of the material where the order
parameter is already zero, or is smaller than its normal
value. Magnetic pinning results from various large scale
inhomogeneities, such as a large void, a planar boundary,
or an inclusion, that distort the supercurrent
configuration in the vicinity of a vortex. This distortion
causes a nonzero current to exist at a vortex core and
hence, induces a Lorentz force acting on the vortex. A
number of large scale defects and inhomogeneities can be
easily described by means of a spatially varying electronic
density, or, in other words, by a spatially varying
penetration depth. Core pinning is more delicate to mod-
el within the London framework, but a core-pinning
center could, for example, be modeled by a very large
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value of the penetration depth in a very small region.
Various situations are described in Sec. IV.

III. NUMERICAL TECHNIQUES

Numerically, the problem consists of solving the Lon-
don equation to calculate the interactions needed to com-
pute the total energy of a configuration of vortices and
then to minimize this energy with respect to the positions
of the vortices. Since the total energy of the vortex sys-
tem has to be evaluated frequently, it is important to use
a very efficient method to solve the London equation.

In two dimensions, when the vortex cores are aligned
along the z axis, b(r,r')= f(x,y)Z and Eq. (1) become

)

}\,Z(X,y) af(x’y)
0x

AXx,y )ﬁaf(x,y )
dx

dy

3
+ —_—
dy

+f(x,y)=86(r—r1") (12)

which is a standard positive-definite, symmetric, second-
order, elliptic partial differential equation whose solution
can be obtained by a variety of numerical methods. The
first step in obtaining a solution is to discretize the equa-
tion, thereby reducing it to a linear system of equations
Af =g where the matrix A represents the discretization
of the left-hand side, f, the unknown fields at r=(x,y),
and g, the vortex at r' =(x’,p’).

There are two general classes of methods to solve this
linear system of equations. With direct methods, the ma-
trix A is factorized and f is found by back substitution.
For our problem the attractive feature of this class is the
need to do the factorization only once at the beginning of
the problem: When we change vortex positions, we just
change g and find f by back substitution using the previ-
ously computed and stored factorization. The unattrac-
tive feature of this approach is the often large storage re-
quirements of the factorized matrices, which are, in gen-
eral, dense matrices even though A is very sparse. The
second class of methods includes relaxation methods.
With them, the storage requirements are minimal, but
their convergence can be slow, leading to significant com-
putation time.

Since we are initially interested in whether the overall
computational approach yields physically reasonable re-
sults, we decided to reduce the computational complexity
by restricting the calculation to one dimension. Here, the
direct method of solution is highly attractive. Since A4 is
positive definite, we used Cholesky decomposition® to
produce 4 =LL7T, where L is a lower-triangular matrix.
When we discretized our operator onto M grid points us-
ing

d

d |2 4f h
lA(X)dx

2 lx+_ flx+h)—f(x)

dx 2 h

h
x—

+ A2
2

h

(13)

we found that L requires only 3M elements of storage and
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the number of steps in backsubstitution is proportional to
M. We chose our discretization parameter 4 to be about
one-tenth of the penetration depth, and since the magnet-
ic field around a vortex decreases on a length scale of A,
we chose our system size to be at least ten times the aver-
age spacing between vortices. We assumed periodic
boundary conditions.

In one dimension, minimizing E(r,r,,...,1y)
=E(x,X,,...,xy) with respect to the position of the
vortices is mathematically equivalent to minimizing a
nonlinear function of N variables. Since we want to treat
systems with a reasonably large number of vortices, it is
imperative to use a reliable, and hopefully efficient,
method to perform the minimization. A wealth of algo-
rithms and methods have appeared in combinatorial op-
timization in the recent past. We chose to use a simulat-
ed annealing method which is a stochastic optimization
technique that mimics the metallurgical annealing pro-
cess.” The specific algorithm we use is that of Corana
et al.'°

The method is Monte Carlo based. One moves a vor-
tex from r—r+38r, producing a change in the
configuration energy AE. The change is accepted accord-
ing to the Metropolis algorithm with probability P,

P=min(R, e 2E/T) (14)

where R is a random number uniformly distributed be-
tween O and 1 and T is a fictitious temperature. The ten-
dency is to accept vortex moves that lower the energy,
but there is the possibility of allowing ‘“‘thermal fluctua-
tions” to “hop” the vortex out of a metastable state.
After “annealing” at T for a suitable number of attempt-
ed moves over the entire system (a sweep), one repeats the
process at successively lower temperatures, always
recording the current value and configuration of lowest
energy, until the energy converges to a suitable accuracy.
In one dimension, the movement &r is a multiple of the
grid spacing. Typically, we would sweep 60 times at a
given temperature and then reduce the temperature by
70% to move to the next annealing step. We would an-
neal until the differences in the energies at the end of
three successive annealing steps and the current optimal
value were within 1 part in 10~ of each other. We used
200 grid points. On a Cray-XMP computer, the calcula-
tion took less than 1 min of CPU time, but most calcula-
tions were done on scientific work stations. The distinc-
tive feature of our algorithm was the dynamic adjustment
of the maximum allowable step size to insure that be-
tween 40% and 60% of our moves were accepted.'® This
adjustment promotes the efficient sampling of possible
configurations.

Our solution to the London equations yields the fields
at each grid point produced by a vortex at a particular
point x;; hence, from it we obtain the interaction between
that vortex and all other vortices on the grid. Clearly,
one sees that if we move the vortex at x;, then to find the
interactions we have to resolve the London equation with
the vortex at this new position. The discretization pro-
vides an automatic cutoff length for the vortex self-
interaction. The energy expression we minimize is
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P, N
E=—3 b,(x;,x;), (15)
Ho i<

where b,(x;,x;) is the self-interaction determined numeri-
cally and not by Eq. (11). To compute a pinning force F,
we minimize

N
E'=E-F, 3 x, . (16)

i=1

IV. RESULTS

To illustrate our method, we present the results ob-
tained for various spatial distributions of the penetration
depth A. For the simplest variations, for example, a re-
gion with different A embedded in a host, we can solve ex-
actly the differential equation for one vortex and compare
this solution with our numerical solution. In all cases,
whether the vortex is inside or outside this region, the
solutions agree to five or six decimal places. The simplest
test of our ability to produce a correct flux-line lattice is
to take a perfectly homogeneous system (A constant), and
check that the configuration obtained corresponds to
equally spaced flux lines. Starting with a set of eight vor-
tices initially distributed on the grid, we get the field dis-
tribution shown in Fig. 1(a) which is indeed the expected
regular flux lattice. A somewhat more complex situation
is shown in Fig. 1(b). Here, the penetration depth is con-
stant everywhere except in a small region of 33 grid
points where A is twice as large. In order to minimize its
self-energy, a flux line would rather move to regions
where the penetration depth is large. If we had only one
flux line in the system just described, it would sit right in
the middle of the small region where A is largest. This is
the generic behavior of an individual flux line. On the
other hand, flux lines repel each other, and tend to stay as
far away from one another as they can in order to mini-
mize their interaction energy. Each flux line will mini-
mize its self-energy while avoiding the other flux lines
which determines the structure of the flux lattice in disor-
dered systems. Hence, it is important to use the exact
(long-range) interaction potential between the vortices in
order to obtain the correct FLL structure in a disordered
medium. The competition between the one- and two-
body terms in the total energy of the FLL [Eq. (6)] will be
illustrated several times in the remainder of this section.
In this situation shown in Fig. 1(b), two vortices (out of a
total of eight vortices) are trapped in the central defect.
The penetration of more vortices in that region is not ad-
vantageous as it would increase the total energy of the
system because of the repulsion with the two vortices al-
ready present. Notice also that the two vortices trapped
in the defect tend to stay as far apart as they can, but
they are not necessarily located exactly on the edges of
the defect on account of the presence of the other vor-
tices outside the defect. A depression in the penetration
depth has the opposite effect. A small A would increase
the self-energy of a vortex which, hence, tends to stay
away from such regions. This effect is illustrated in Fig.
1(c), where a region of 33 grid points, the penetration
depth is only one-third its value outside the defect. No
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FIG. 1. Various vortex configurations for a system of eight
flux lines. The computational grid has 200 equally spaced
points separated by a distance of 0.025 A, where A is the
penetration depth. (a) The penetration depth A is uniform and
the flux lines form a perfect lattice. (b) The value of the
penetration depth in a central region 33 grid points wide is
twice the outside value. Two flux lines are trapped inside the
defect. (c) The value of the penetration depth in a central re-
gion 33 grid points wide is one-third the outside value. The flux
lines avoid the defect since sitting in that region increases their
self-energy.

flux lines penetrate inside the defect. If one were to in-
crease the number of flux lines in the system, the interac-
tion energy would increase, and, at some point, one flux
line would penetrate inside the region where A is smaller.
The ‘phase diagrams’ shown in Figs. 2 and 3 summarize
the above discussion. Figure 2 represents the situation
where the penetration depth is enhanced inside the de-
fect. The two axes are associated with the two competing
terms in Eq. (6). A large defect will give the advantage to
the self-energy (one-body) term, whereas a large number
of vortices will increase the interaction energy (two-body
term). Depending on which term dominates, one, two,
three, or more vortices will get trapped by the defect.
Figure 3 depicts the situation of a small penetration
depth inside the defect and can be interpreted in a similar
manner. The energy (for a fixed number of flux lines) is a
continuous function of the defect size, but it has a cusp
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FIG. 2. “Phase diagram” for an attractive defect. The defect
is as described in Fig. 1(b). The lines joining the points in the
diagram are merely a guide for the eye.

(i.e., a jump in the first derivative) each time the system
switches to another phase. This is shown in Fig. 4 for the
case where A is larger inside the defect.

A second, perhaps more interesting, model of the spa-
tial variation of A corresponds to a random distribution
of defects. To be specific, we considered a penetration
depth distribution of narrow (two or three grid points)
peaks and dips randomly distributed (position and
strength) on a grid. Two situations are of interest; first,
we considered relatively weak pinning centers. On the
whole, one would expect the self-energy term to have a
rather small effect on the regularity of the spacing be-
tween the flux lines. This is indeed the case as is shown
in Fig. 5(a). The effect of the weak pinning centers is sim-
ply to move the entire flux structure and lock it in a posi-
tion where the individual flux lines will be able to mini-
mize their self-energy. Presumably, this means that a few
flux lines in the FLL will be found at sites where A is
large. Of course, the regular spacing between the flux
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FIG. 3. “Phase diagram” for a repulsive defect. The defect is
as described in Fig. 1(c). The lines joining the points in the dia-
gram are merely a guide for the eye.
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FIG. 4. Total energy of the FLL vs defect size for a system of
(a) six vortices, (b) eight vortices, and (c) ten vortices. The de-
fect is as described in Fig. 1(b).

lines cannot, strictly speaking, be maintained over large
distances, i.e., the long-range order is destroyed as pre-
dicted by Larkin and Ovchinnikov,!! but a short-range
order survives. This is indeed apparent in Fig. 5(b). In
the second situation, we considered the case of very
strong pinning. Here, the self-energy term dominates,
and each individual flux line locates itself to minimize its
self-energy, regardless (more or less) of what the other
flux lines do. All order in the FLL is lost, and its disor-
dered structure merely reflects the disorder of the under-
lying material microstructure. As emphasized previous-
ly, this order-disorder transition is the result of the com-
petition between the one- and two-body terms in Eq. (6)
in the presence of the disordered medium.

One last situation of interest is the application of an
external depinning force. As pointed out in the preced-
ing section, using Eq. (16), we can easily account for an
average external force acting on each flux line. In Fig.
6(a) we show a FLL when the depinning force F,=0.
Two vortices are trapped in the defect. In Fig. 6(b) we
applied a depinning force from the left to the right of
magnitude F,=0.004. We find that most of the vortices
have piled up on the right-hand side of the lattice with
one vortex remaining to the left of the defect while two

repulsive forces between the vortices dominate, and a short-
range ordered flux-lattice structure still exists. (b) Strong pin-
ning. The microstructural configuration of the medium is the
same as in (a), but the strength of the pinning sites has been in-
creased by a factor of 5. The FLL is completely disordered,
reflecting the disorder of the underlying medium.

vortices are trapped at the right edge of the defect. In
Fig. 6(c) we shown the FLL with F, has been increased to
0.008. Two vortices remain at the right edge of the de-
fect with the rest pushed up to the right edge of the lat-
tice. With respect to Fig. 6, we remark that some cusp-
like features in the magnetic field arise as consequence of
the sharp boundaries between the regions of different
values of A and, consequently, are not always indicative
of vortex positions. In Fig. 6(c) the applied external force
is strong enough to cause two vortices to occupy grid po-
sition 200.

We feel these figures show that it is easy to obtain a
qualitative picture of the effects of the depinning force.
To be quantitative, we remark that we would have to
modify the way we do the simulation. With a relatively
short chain and periodic conditions, the defects swept to
the right edge form a large repulsive cluster which by it-
self can inhibit the vortices from depinning. For the case
of Fig. 6, for example, increasing F, past 0.008 up to
0.016 produces minor changes in the FLL. One vortex
leaves the defect, with the remaining one continuing to be
trapped at the rightmost edge. In one-dimension, be-
cause the computation time for long chains would not be
very significant, this boundary effect can be significantly
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FIG. 6. Vortex depinning. The defect is as described in Fig.
1(b). There are seven vortices and the depinning force is applied
left to right. The left and right edges of the defect are at grid
positions 83 and 117. (a) F, =0 with two vortices trapped inside
the defect. (b) F,=0.004 vortex positions at 61, 103, 117, 144,
171, 192, and 200. (c) F,=0.008 with vortex positions at 114,
117, 144, 168, 189, 200, and 200.

reduced by simply making the chain very long with
respect to the defect size. In higher dimensions, this pro-
cedure could become impractical, and more careful atten-
tion will probably be needed to the consistency of bound-
ary conditions and spatial dependence of the applied
external force.

V. CONCLUSIONS

In conclusion, we presented the basic equations that
permit the efficient simulation of vortex structures in ma-
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terials whose superconducting behavior is described by
the London equations. We showed that the energy of
such structures is the sum of a self-interaction part,
which depends on the local variation of the penetration
depth, and a sum of pair interactions, which are the
Green’s function of the London equation for an inhomo-
geneous material. Within this formalism, the exact (Lon-
don approximation) long-range interaction between flux
lines is used, contrary to previous similar simulations.
Also, in contrast to previous simulations, various defects
can be modeled in a more realistic way by allowing the
penetration depth to vary spatially with the effects of that
spatial dependence on the interaction between the flux
lines being automatically and exactly taken into account.
Additionally, pinning arises in a natural manner instead
of being assumed. The equations were solved for a
variety of one-dimensional models of inhomogeneities
and physically reasonable results were found.

The formalism is general. The case of a two-
dimensional flux-line system is currently under study, and
the results will be presented elsewhere. The formation of
a FLL in a two-dimensional system of vortices and the
influence of different types of microstructural defects on
the FLL are among the most interesting applications of
our method. One important aspect of the problem is the
modeling of defects in terms of spatial variations in the
electronic density (and, hence, in terms of the penetration
depth A). Few microstructure models are currently avail-
able.

Finally, as described, our method was used to deter-
mine the (static) equilibrium structural properties of the
FLL. For the applications presented here we were only
able to calculate equilibrium configurations. How this
equilibrium is reached is also an important question for
such problems as flux creep, critical states, etc. For these
problems, it is easy to write a Langevin equation for the
motion of the flux lines. The forces appearing in this
equation can be obtained from the formalism described in
Sec. II with the use of F=jXB and j=V XB. These
forces automatically include the microstructure of the
material under consideration. One can then alternate be-
tween a calculation of the forces acting on each vortex in
the current configuration, and a time step in the integra-
tion of the Langevin equation, hereby producing a new
set of flux line positions which can then be used to pro-
duce a new set of forces, etc. Such a calculation is
currently underway.
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