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The time-dependent Anderson model for multiple levels interacting with a continuum is
studied using the slave-boson Green’s-function technique, with an eye to understanding charge-
transfer phenomena for an atomic species moving outside a metallic surface. It is shown that in
the finite-temperature and low-velocity limit, the equations for the occupation numbers satisfy
a master equation. Application to charge-exchange processes in atom-surface-scattering exper-
iments shows that the presence of strong intra-atomic correlation effects can drastically change

the charge-transfer dynamics.

I. INTRODUCTION

Charge-transfer processes play an important role for
many dynamical phenomena at surfaces.! =3 The proba-
bilities for charge transfer were first calculated®=2 with
use of the time-dependent Anderson model. How-
ever, most treatments of charge-transfer reactions have
neglected spin effects and the effects of intra-atomic
Coulomb correlations. Some attempts to describe such
effects in special limits have been performed,® =12 but no
systematic method for including intra-atomic correlation
effects has been developed to date. These correlations
are not small, and therefore cannot be treated by pertur-
bation theory.

On the other hand, there has been much progress in
highly correlated bulk problems which are normally de-
scribed by the Anderson model. One method of sys-
tematically treating the large-U problem has been de-
veloped by Coleman,'* who introduced “slave bosons”
to replace the awkward projection operators that had
been used in many previous treatments of the mixed-
valence problem. Here, we adapt the slave-boson method
to the time-dependent problem, and use it to show that
the intra-atomic correlation effects can drastically alter
the charge-transfer dynamics even for degenerate levels.

The theoretical description of electron transfer is com-
plicated by interference effects and the solution for the
electron coordinates is normally much more complicated
than the solution for the nuclear coordinates. Neverthe-
less, considerable success has been obtained by combining
realistic trajectory calculations with simple rate equa-
tions for describing survival rates and charge-transfer
processes.

In this article, a method introduced by Kadanoff and
Baym?® is used to derive a rate equation of motion for a
tunneling electron. This method is particularly useful in
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the current context since the structure of the Dyson equa-
tion (or more precisely the difference between two Dyson
equations) resembles a master equation.'® We show that
under certain circumstances the dynamics of the elec-
tronic processes is well described by a very simple mas-
ter equation, even in the presence of the strong Coulomb
correlations mentioned earlier. This finding has poten-
tially large importance since it enables the description of
electron coordinates on the same level as nuclear coordi-
nates and thus readily can be incorporated in trajectory
or molecular dynamics simulations.

We show that the intra-atomic correlation effects can
combine to prevent neutralization even though there are
excited levels that are readily available for resonant neu-
tralization. This mechanism provides a channel for the
survival of hyperthermal positive ions in desorption and
sputtering experiments.

In the sections that follow, we begin by showing how
the Kadanoff-Baym formalism can be applied to derive
master equations for the uncorrelated or U = 0 case. We
do this first in the so-called semiclassical approximation,
and obtain a simple intuitive master equation. We then
derive the full or exact master equation for the U = 0
case. The exact equation can then be used to determine
the precise region of validity of the approximation. Next
we show how the slave-boson technique can be used in
a parallel development for the highly correlated large-U
case. First, we derive a master equation in the semiclas-
sical approximation, and then make a better treatment
which in turn can be used to find the region of validity
of the simpler semiclassical treatment.

In Sec. II, we present the general method for deriving
master equations, both in the U = 0 or single-level case,
and in the U = oo multiple-level case. In Sec. III, we
carry the program mentioned in the above paragraph,
deriving semiclassical and exact or more exact master
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equations in the respective cases. In Sec. IV, we present
the numerical solutions of both our sets of master equa-
tions. We compare the results of the U = 0 and U = oo
treatments in several situations that correspond to phys-
ical experiments. We find that the neglect of U as done
in most previous treatments gives qualitatively incorrect
results.

We suggest that future treatments use the master
equation developed here for the correlated system. It
is as easy to apply as the existing theory for the uncor-
related system.

II. GENERAL DERIVATION OF A MASTER
EQUATION

A. Single-level case

Here we suppose that the atom moving outside the

metallic surface has a single valence level of a particular
spin which is allowed to mix as a function of time with the

electronic states of the same spin in the substrate. It is
assumed that neither other levels nor other spin occupa-
tions of the spatial level in question have any effect on the
time-dependent occupations of the level in question. This
is the “standard” way to approximate the physical prob-
lem, which has been applied many times before in the
literature. As we will show later, it can be qualitatively
incorrect, when the intra-atomic Coulomb interaction be-
comes substantial. We present it here to illustrate our
master equation method, which in the next subsection is
then applied to the more realistic case where there exist
strong correlations induced by the intra-atomic Coulomb
interaction.

The simple case discussed in this subsection can be
described by a time-dependent resonant level model for
a single impurity level. The “impurity” level is in this
case taken to be the relevant level of the atomic species
moving outside the surface. This Hamiltonian takes the
form

H(t) = ea(t)na(t) + Y exni(t)
k
+ ) Var(t)el (t)ex(t) + Hee. (2.1)
k

In this expression, €,(t) is the energy of the impurity
J

( z% —ea(t)) G<(t,t’)=/oo dt [SR(t,1)G<(@E, )+ =<(t,1)GA(%,1)] ,

(—i-a% - aa(t’)) G<(t,t') = /oo dt [GR(t,1)S<(,t') + G<(t,1)=4(t, )] ,

-—0Q

where G and G4 are the advanced and retarded Green’s
functions
iGR(t,t) = [G>(t,t) + Gt 1)) O —t'),
(2.8)

—iGA(t,t) = [G>(t,¢) + Gt t)] OF —1) ,
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level, € the energies of the continuum eigenstates, and
Vak(t) is the hopping matrix element between the impu-
rity and the continuum states inside the metal.

Our aim is to derive master equations for the occupa-
tion of the impurity level. A rigorous and well established
way to derive such equations was introduced by Kadanoff
and Baym,!® and has been applied to a number of differ-
ent systems—see Langreth!® for a review. This method
develops exact equations for double-time Green’s func-
tion G(t,t'), which in our case equals

iG(t,t") = (Tea(t)ch (1), (2.2)

or more accurately equations for its analytic pieces
G>(t,t') and G<(t,t') given by

iG(t,t") =G> (t,t)O(t — t') — G<(t,t)O(t' —t).
(2.3)

Here the time ordering operator 7" and the step functions
© operate along a contour c¢ in the complex plane. It
will not matter in the presentation given here whether ¢
is taken to be the Kadanoff-Baym contour, the Keldysh
contour,!” or a more general choice.®

The basic starting equations follow directly from the
Dyson equations in time space for G:

( i—g—t —sa(t)) Gt 1) = 6t 1)

+ / ES,D)CEY), (24)
(—i—a-at—, - ea(t’)) G, t)y=6@~1)

+ / FEGEDDE L), (2.5)

plus an approximation (in this particular case an exact
expression) for the self-energy X, and hence for its ana-
lytic pieces ¥> and X< defined analogously to G and
G< [i.e., symbolically replace G with £ in (2.2)]. By using
a set of identities!® 1 [see Appendix A] Egs. (2.4) and
(2.5) are readily continued to corresponding equations for
the physical real-time correlation functions G<(¢,¢') and
G? (t,1'), whose equal time values, respectively, represent
the number of electrons or holes in the impurity level as
a function of time. These real-time equations for G< are

(2.6)

2.7

with analogous equations for ©® and £4. In general
there will be two equations for each “greater than” or
“lesser than” quantity, as in (2.4) and (2.5), and hence
(2.6) and (2.7); the right side of one can be symbolically
obtained from the right side of the other other by switch-
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ing the order of G and ¥ and switching the advanced and
retarded labels. To save space, we shall from now on only
write one such equation, and simply refer to the other as
its conjugate equation.

The G4 may be obtained by solving a traditional sort
of real-time Dyson equation:

(z-(% - 6a(t)) GA(t,t)
=6(t—t)+ /w dtTA@RDGAE ), (2.9)

along with the boundary condition that G4(¢,t') = 0 for
t > t', while GF satisfies an identical equation with the
boundary condition that G®(¢,#') = 0 for t < ¢'.

To close the above set of equations, one needs an ap-
proximate expression for X. The resonant level model,
however, has no Coulomb correlations, and hence an ex-
act expression is in principle possible:

B(t,t) = Var (g% (¢, ) Var (t') (2.10)
where ¢(®) is the unperturbed Green’s function for the
substrate electrons. For simplicity it is assumed that the
hopping matrix element is separable, i.e., Vai () = Viu(t)
and that the density of free electron states p times the
square of the potential V is a constant function of the
energy ¢ corresponding to the quantum number k. With
these simplifications we can write for the “greater than”
or “lesser than” components of the self-energy

D
£2 (t,t) = u(i)u(t’)pV2/ de f* (g)e—is(t—t’)’

(2.11)

where f<(g) is the Fermi function, f>(¢) = 1 — f<(¢),
and D is the bandwidth, which we take to be infinite,
except where it is needed for convergence. The latter ap-
proximations are not needed if we also make the so-called
semiclassical approximation (SCA). Since one of the re-
sults of this work is that the semiclassical approximation
is often a very good one, we will discuss at a later point
the form of this solution without them.

In the wide band limit (D — o0), the integration
over energy can be performed analytically and the self-
energies take the form

2R (t, 1) =TT fR(t—1t), (2.12)
where
I'(t) = 2ru(t)V3p (2.13)

and where the functions f 2 () are the Fourier transforms

F3(r) = /oo 9 p2 (gyemier . (2.14)
oo 2T
These can be readily evaluated to yield
< S « ie—is;:‘r
) =[] = 38(r) + (2.15)

28 sinh -’-rET-
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where £p is the Fermi energy.

The retarded and advanced self-energies can for this
case be obtained straightforwardly from Eq. (2.12) and
take the form

2R, 1) = [ZA(,1)]" = —iT(t)é(t —t')O(t — t')

=—2iT(t)6(t —t') . (2.16)

The substitution of these expressions into Eq. (2.9)
gives the following result for the retarded and advanced
Green’s functions:

GA(t,t') = [GR( 1)
= —% exp <—i/ﬂ dt_[{-:(t_) + —%—1I‘(ﬂ]) @(t' —1).

(2.17)

These expressions can be inserted directly in Eq. (2.6)
and the occupation of level |a) can be calculated from
the expression n,(t) = G<(¢,t). We discuss the solution
of these equations in a later section.

B. Multiple levels interacting with a continuum

We now turn to the case of multiple levels interacting
with a continuum. Because of spin degeneracy, even the
simplest examples that describe physical reality fall into
this category. The controlling difference between this
case and the case considered in the previous subsection
is that the intra-atomic Coulomb interaction between the
electrons of the atomic species outside the surface is nor-
mally large and cannot be neglected. Thus instead of the
exactly soluble resonant level model, one must deal with
the time-dependent Anderson model instead:

H(t) = ZEU(t)nU(t) + % Z UUlaznvx (t)nﬂz(t)

o1#02
+ 3 ee®nie() + S WVor(t)el (Heo(t) + Heel -
k ok
(2.18)

Here o labels both the spin and spatial quantum num-
bers of the atomic orbitals, while k labels the spin and
spatial. quantum numbers of the solid. The solution of
this Hamiltonian is complicated by the presence of the
intra-atomic correlation term U. In the limit of large U,
the effect of the correlation term is to restrict the occu-
pation of the impurity levels to a maximum of one. In
this context, large U means that ¢, + U > ep + kT and
€s + U > ep + I'. These conditions are typically satis-
fied for excited neutral, ionization, and affinity levels of
atoms interacting with metals. This large-U limit can be
effected with the use of projection operators. This proce-
dure has the disadvantage that a conventional Green’s-
function approach is complicated since these operators
do not satisfy standard commutation relations. An alter-
native method for the equilibrium case (no time depen-
dence) was suggested by Coleman!? and has since been
widely used. Here we adapt it to the time-dependent
problem. In this method, a boson operator is introduced
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in the term describing the hopping between the adsorbate
level and the continuum. The slave-boson Hamiltonian
takes the form

Ht)= Y e, (t)ng(t) + D ex(t)ni(?)
g k

+ ) [Vor(t)ek(t)eo (b1 () + Hec] . (2.19)
ok

When an electron tunnels into the metal, it creates
a boson, and vice versa. The sum of the impurity oc-
cupation number and the slave-boson occupation num-
ber, @p(t) = Y, no(t) + np(t), is conserved, where we
have let ng(t) = b1(¢t)b(t). The diagonalization of the
Hamiltonian is performed in the subspace of the Hilbert
space containing the proper generalized occupation num-
ber @p, and the intra-atomic correlation term can thus
be dropped. Since the boson operator is a conventional
field operator, a standard perturbative expansion can be
performed and a self-energy and a Dyson equation can
be defined.

The self-energies for the impurity propagators and the
slave-boson propagator have a straightforward perturba-
tion expansion in powers of the hopping matrix element,
as illustrated diagrammatically in Fig. 1. The Hamil-
tonian (2.19) is very rich and includes among other phe-
nomena the Kondo problem and the mixed-valence prob-
lem as special cases. A simple exact solution as in the
single-level case cannot therefore be hoped for; we repre-
sent the self-energies to lowest order in the hopping ma-
trix element, thus keeping only the term which is directly
analogous to that obtained in the single-level case:

B2 (t,t") = VT, (t) FR(t —t)BZ(t,1),

where B are the analytic pieces of the slave-boson prop-
agator:

iB(t,t') = (Th(t)b'(t"))

(2.20)

=B>(t,t")O(t — t') + B<(t,t)O(t —t'). (2.21)

Eq. (2.20) is thus analogous to Eq. (2.12) for the single-
level case. We note that B is in principle the full self-
consistent slave-boson propagator. Coleman!4 has shown
for the case of n degenerate levels in thermal equilibrium,
that when (2.20) and (2.21) are inserted into the appro-
priate Dyson equations, one obtains a result accurate to
order 1/n%. Of course, to lowest order in V, these equa-
tions are exact. We also define retarded and advanced
functions for the slave boson

BE(t,t')=—i [B>(t,t') — B<(t,t)] Ot —1'),
(2.22)
BA(t,t')=1i[B>(t,t') — B<(t,t")] O’ —t) .

The sign differences between this and (2.9) arise from
the difference between boson and fermion commutation
relations.

In applying the slave-boson method, one must project
onto the subspace in which @g = 1. This is normally
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FIG.1. Diagrammatic representation of the self-energy of
(a) the atomic level propagator and (b) the slave-boson propa-
gator. The solid line is the full propagator of the atomic level,
the light dashed line is the conduction electron propagator,
and the heavy dashed line is the fully interacting propagator
for the slave boson.

accomplished in the time-independent case by introduc-
ing a chemical potential associated with Qp and then
letting it approach —oco to achieve the low-density limit
in this variable. The same effect is accomplished here by
identifying the Qp dependence of the various quantities,
and then throwing away terms that are proportional to
QB to higher than the lowest order. We do this by not-
ing that G< and B< are proportional to (Qp)!, while
G*, GR, BA, and B® are proportional to (@B)°. Since
the Dyson equations for G< will involve either G< or
B< in every term, the self-energies that multiply these
quantities must have all terms proportional to (@g)! or
higher projected out. We emphasize that the omission
of these terms is not an additional approximation, but
is rather a projection technique that is required by slave-
boson formulation of the problem. As a result we obtain
from the diagrams of Fig. 1, the advanced and retarded
self-energies

SR (t,t) = VT, () £ (t — ') BR(t, 1) ,
(2.23)
T2, 1) =VTo(®)To(t') f>(t —t")BA(L,t') ,

for the electron propagator, and

n7(t,t) = > VT, (T, (') f<(t —t)GE(, 1),
’ (2.24)

MA@, 1) =Y /To()To () F<(t —t)GA( 1)

for the boson propagator. In the time-independent limit,
Egs. (2.24) and (2.25) become identical to the constant
V2p limit of Coleman’s!* equation (A4). The Dyson
equation for G<(¢,’) then takes the form
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<z-§z - eo(i)> G: (t’tl) = /oo dt Vv F”(t)rﬂ(t—) f> (t - {)BR(trt_)Gj (t_’ tl)

+ /oo di\/T, ()L, (1) f<(t — O)B<(t,1)GA(E,1") .

Similarly, the Dyson equation for the boson propagator is

B = 3 [ a /OB - 065005 )

+ Z‘/_: dt Pa(t)[‘l,(t-) f>({__ t)G:(t,ﬂBA(f, t/).

Finally, the retarded Green’s functions satisfy

(gz - ea(o) GEu ) =8 —0)+ [ dt JEOT,® 1 (- DB DG A1)

for the impurity, and

i-éa;BR(t,t’) = 6(t — t’) + za: LZ df /I‘a(t)ra(ﬂ f<(t__ t)Gf(t,{)BR(t-, t/)

for the boson. From the solution of these equations, one
can calculate n,(t) = G$(t,t) as a function of t. The
boson Hamiltonian ensures that Qg is conserved, while
the projection technique ensures that it is unity. The
unphysical states with Ea ny > 1 can never become oc-
cupied if they were unoccupied at t = —o0, so that n,(t)
is the time-dependent occupation number of the level |o)
just as in the single-level case. One can ensure that this
is true simply by taking ,(—o0) — oo.

III. SEMICLASSICAL APPROXIMATION
AND BEYOND

The equations derived in the last section are rather
cumbersome. For low velocities and for U = 0, it has
been demonstrated that certain approximations can be
made and that a classical master equation can result.!®:3
In this section, we further investigate the conditions un-
der which a semiclassical approximation results. We will
show how the Dyson equations for the Green’s functions
reduce to simple master equations for the occupations of
the levels.

A. U=0 limit

The Dyson equation for the U = 0 case was derived
in the previous section—see Eq. (2.6). It is convenient
to factor out the oscillatory part of the Green functions.
We thus write

t
G(t,t') = G(t,t") exp (z/ dr 6,,(7)) (3.1)
t/
for the respective Green function and
t
f@,t)=f¥(t—t)exp (z/ drea(r)) (3.2)
tl

for the functions f% used in the self-energies. The Dyson
equation then takes the form
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(2.25)
(2.26)
(2.27)
(2.28)

[

i%é%t,t’): —i¥é<(m')

+/ di /T () F<(t,DGA(E,t') .

(3.3)

_In the wide band limit, the real part of the functions
% take the form

sin [ drlea(r) — )
23 sinh Tt ';” ’
(3.4)

sin f:, drleq(7) — €F]
23 sinh Z¢=t) ‘ﬁ-" '

Re f<(t,t")=16(t —t') -

Re f>(t,t')=36(t —t') +

One would have to restore the bandwidth cutoff D when
t ~ t’ in the imaginary parts of f3, but these imaginary
parts cancel out and do not contribute to the single-level
or U = 0 problem.

It can be seen that these functions are localized around
equal time. In particular, this will be the case for large
temperatures. We can immediately conclude therefore,
that in the high-temperature limit the semiclassical ap-
proximation will be valid provided ¢, # €. There is also
a localization due to the rapidly varying phase in the nu-
merator. In Appendix B we present a detailed discussion
of the criteria of validity of the SCA.

The semiclassical approximation (SCA) results when
the functions fX are sufficiently peaked around equal
times ¢ = ¢ that the Green’s functions and 1/I'() can be
taken outside the integral, i.e.

/wd{ VT @)Re[F<(¢,1)]GAE, 1)

~ I‘(t)é’"(t,t’)/tl diRe[f<(t,)] . (3.5)
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The resulting integrals (3.5), can then directly be evalu-
ated and in Appendix B it is shown that these integrals
are well approximated by the Fermi function:

t
/ dEFE (D)~ 3F2 (ea(t)) (3.6)
Using the relation
d 8 7]
na(t) = 3t’G<(t ') (3.7)
t=t’/

along with the approximations (3.5) and (3.6) allows us
to obtain an equation for the occupation of level |a) by
adding (3.3) to its conjugate, and we obtain

(3.8)

|

L na(t) = ~D(O)mat) + F<(a()I().

%na(t)= —F(t)na(t)+2Re/_ood{\/r(t)F(ﬂ FE(@t, D) exp (_/t d,%ﬂ) .
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This master equation can readily be solved. It can also
be easily derived by intuitive golden rule considerations.

The quality of the SCA for U = 0 can directly be
tested, since in the wide band limit the retarded and
advanced Green’s functions are analytical. Using the ex-
pression (2.16) for the self-energies in the Dyson equation
(2.9), one finds that

~ T ~
i-(%GA(t,t’) =6t —-t)+ i——%G"(t,t’) . (3.9)
This equation can directly be solved, yielding
t
GAt,t') = i@ ——t)exp/ dr ——= P(T) (3.10)

This expression can now be substituted into Eq. (3.3)
and the exact equation for the charge transfer becomes

(3.11)

This equation can be written in terms of a function c(¢) that describes the accuracy of the approximation Eq. (3.5):

L na(t) = ~T(O)na(t) + L) F(ea(t)) + T(Delt) -

The expression for the function c(t) is

(3.12)

c(t)—r(t)Re/ i FOTD <D ex (- / r 2 - £ Geav)

_h(t ?)sin [} [ea(r) — epldr — sin{[ea(t) — er)(t — 1)}

:_/_;

where the function h(t,?) is given by

h(t,1) = Fg)) exp (— /t_t d‘r-lz({—)) .

Equations (3.12), (3.13), and (3.14) provide an exact so-
lution to the single-level problem.

The validity of the SCA depends on the magnitude of
¢(t). In Appendix B, we show that the SCA applies in
the low-velocity and high-temperature limit.

In order to test the accuracy of the SCA with specific
examples we have to specify motion of the atom and its
energy levels outside the surface. In the following, we will
assume linear motion of the atom. The atom is assumed
to start at a distance Z; = 20 a.u., and to move with
constant speed v to the turning point at Zs = 5 a.u.
The atom then reverses direction and moves toward the
vacuum, again with constant speed v. At Zz = 20 a.u.
the trajectory is completed. The energy levels of the
atom are assumed to shift linearly with distance so that

ea(t) = ep + B[Z(2) — Z.] . (3.15)

B sinh M

(3.14)

The atomic level thus crosses the Fermi energy at a dis-
tance Z = Z.. The width of the energy level is assumed
to vary exponentially, i.e.,

I'(t) = Aexp[—aZ(t)] . (3.16)

: (3.13)

[
These assumptions qualitatively describe how atomic
affinity levels shift outside a perfect metal or how neu-
tral energy levels would shift outside an alkali-promoted
metal surface.? The conclusions in this paper are not de-
pendent on the details of these assumptions.

In Fig. 2 we plot the result from the SCA for differ-
ent velocities. To facilitate the comparison, the tunnel-
ing matrix elements have been scaled with velocity so
that similar charge transfer will occur for each trajectory.
It can be seen that the master equation well describes
the charge-transfer dynamics for all velocities considered.
Even for large velocities, where the correction ¢(z) can be
very large, the oscillatory behavior of ¢(z) with distance
z tends to cancel the effects of the correction. For low
velocities, the corrections are small for all times and the
master equation well describes the instantaneous popu-
lation of the level.

In Fig. 3, n,(z) is plotted as a function of ¢ for different
temperatures. It can clearly be seen that the magnitude
of ¢(z) decreases with temperature.

B. Large-U limit

Using the previously defined notation, the Dyson equa-
tion for G< takes the form
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(o0]

0

Assuming that all rapid oscillation with respect to t is
contained in the functions f%, the SCA leads to

Sna(t) = ~To(t) [ (e (Omo(t) — F< (eo)mp(0)] -
(3.18)

One could derive a similar sort of equation for ng(t), but
this is unnecessary since our approximations preserve the
exact conservation of @Qp, so that ng(t) is determined
simply by

I | | |

l
0.2 0.40.60.8

I

T ! T 1
5 10 15 20 25

distance (a.u.)

FIG. 2. Effects of velocity on the validity of the SCA for
a one-level system (U = 0). The motion of the atom is linear
and the atomic trajectory is assumed to start towards the
surface at Z = 20 a.u., to turn towards vacuum at Z = 5 a.u.,
and then to propagate back to Z = 20 a.u. The turning point
is indicated with an arrow on the horizontal axis. The upper
part of the figure shows the occupation n(z) as a function of
distance traveled, calculated using Eq. (3.12). The lower part
of the figure shows the correction term c¢(z). The parameters
of the system are Z. = 8 a.u., b = 0.02, and o« = 0.5. The
temperature is T = 300 K and the Fermi energy is 0.2 a.u.
The widths of the impurity level have been scaled for each
velocity so that similar charge transfer occurs within each
trajectory. The solid curves are for v = 0.1000, A = 10.0, the
dotted curves are for v = 0.0100, A = 1.0, the chain-dotted
curves are for v = 0.0010, A = 0.1 and the dashed lines are
for v = 0.0001, A = 0.01. For comparison, the result from the
master equation, Eq. (3.8), is shown with the thin solid line.
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iaéj(t,t’):/ azt\/n,(t)r,,(t‘)f;(t,f)BR(t,t‘)é;(t‘,t')+/oo di /T, (O, (2) £S(¢,1)BS(t,T)GAE, 1) .

(3.17)

np(t)=1-> n,(t). (3.19)

The master equation (3.18) coupled with (3.19) therefore
determine the semiclassical (SCA) solution.

In order to make (3.18) more intuitive, we give a simple
golden rule derivation of it. We note that I' is the condi-
tional probability per unit time for an electron to tunnel
from the atomic state into a band state in the solid with
the emission of a boson, given that there was initially an
electron in the atomic state, none in the band state, and
no bosons present. The nonconditional rate at which the
atomic state is emptied is therefore T', (1— f,)(np+1)n,,
where we have suppressed the time arguments, and ab-
breviated f<(e,) by f,. Similarly the rate at which the
atomic state is filled is T's f(€5)np(1 — ny). Thus the net
filling rate is
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FIG. 3. Effects of temperature on the validity of the SCA

for a one-level system (U = 0). The trajectory is as in Fig.
2. Zo =12 a.au., b = 0.02, A = 0.1 a.u., and @ = 1.0. The
velocity is v = 0.001 and the work function is 0.2 a.u. The
upper part of the figure shows the occupation n(z) as function
of distance traveled, calculated using Eq. (3.12). The lower
part of the figure shows the correction term c¢(z). The solid
curves are for T' = 300 K, the dotted curves are for 7' = 600
K, the dash-dotted curves are for 7' = 1200 K, and the dashed
lines are for T' = 2400 K.
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dng

dt

= FafanB(l - Tl,a) — F(l - f,,)(nB + 1)n,,.
(3.20)

The above equation disagrees with (3.18) because we
have not yet made the projections onto the @p = 1 sub-
set of states. This is done as before by omitting terms
that are quadratic or higher in @p. Noting that both n,
and np are each first order in @p, we obtain

dn,

— =Tofo (1 - ;ng) —T,(1—- f)n, , (3.21)

where we have used (3.19) to eliminate np after making
the projections indicated above. The meaning of (3.21)
becomes clearly apparent if we write the U = 0 master
equation (3.8) in a similar form:

dn,
dt

The only difference between the two equations is that the
Pauli exclusion factor (1—n,) in the U = 0 case has been
replaced by the much stronger Coulomb exclusion factor
(1-3",ns) in the U = oo case.

The difference between the instantaneous equilibrium
values of n, toward which each type of master equation
drives can also be understood simply. Equation (3.22)
clearly relaxes toward n, = f,, that is to the Fermi-
Dirac distribution, which is appropriate for noninteract-
ing fermions correlated only by statistics. On the other
hand, Eq. (3.21) relaxes toward a more complicated dis-
tribution given by the solution of the equations

Ng = liaf <I—Zna>

These equations are not immediately transparent, but
are in fact the equations that determine the equilibrium
occupations of a multiple state U = oo Anderson model
with V = 0. For a two-state model (¢ = %1), one obtains

Ng = fa(l - f—-v)/(l _faf—a) .

This gives n, = % for a degenerate level way below the

Fermi level. This is expected because it corresponds to a
total occupation n, + n_, = 1.

=Tofs (1 =n,) = To(1 = fo)n, . (3.22)

(3.23)

(3.24)

(o]

‘ﬁ A< Yy —
zatG,(t,t)_/

dt V Fa(t)rd({) f;(t’t_)BR(tvt_)é;(t’t/) + /oo dt— v F”(t)ra(i) f:(t)t—)B<(t)t)G?({’ tl) .
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It should also be clear at this point that it is not nec-
essary to make the approximation of separable time de-
pendence of V, nor of constant V2p, if we are also going
to make the SCA. In these master equations, we simply
take

To(t) = 27 |Ve, (@] ples (1))

within the Anderson model. More generally I',(¢) is the
adiabatic one-electron width of the atomic level with the
atom frozen in the position in which it would be at time
t. An accurate method for calculating these widths has
recently been proposed.2?

In the large-U limit we can immediately see that the
requirements on the SCA will be much more stringent
than in the U = 0 situation. First it must be required
that the atomic levels cross the Fermi energy rapidly. In
addition, since the charge transfer will depend on the
instantaneous occupancy of the various levels, we must
require that the master equation accurately represent the
population of the respective levels for all £.

We now derive an improved master equation for U =
oo analogous to Eq. (3.12) for U = 0. We follow a proce-
dure similar to that used for the U=0 situation, although
here it is no longer exact, as explained below. However,
by comparing our improved treatment with the results of
the SCA, we obtain a clear indication of the size of the
errors to be expected in the latter.

The improvement which is made over the SCA solution
to Eq. (3.17) is to use approximate forms for BE(t,1) and
G4(1,t') for unequal time arguments, rather than to ap-
proximate them by their equal time values. Approximate
expressions for these Green’s functions can be derived by
applying the SCA to their corresponding Dyson equa-
tions. For the U = 0 case, the SCA for the retarded and
advanced Green’s functions was exact, and because of
the absence of the slave-boson propagator and the time
locality of L4 no more approximation was necessary.
The use of an approximate form for the retarded and ad-
vanced Green’s functions combined with the SCA limit
the possibilities for the accurate description of the fluc-
tuations leading to the highly correlated mixed-valent
state or the Kondo state. Such effects are, however, not
thought to be important for the atomic scattering prob-
lem under consideration here.

Applying the SCA to Eq. (3.17) we obtain

(3.25)

(3.26)

The Dyson equation for the retarded Green’s functions have the form

0

i%BR(t,t") = 6(t — t’) + ;[zd{ /Fg(t)rg(i) f0< (t_,t)ég(t,ﬂBR({, tl) )

i-é—t-éf(t,t') =6(t—t')+ /w di\/T,(t)T, () £ (t,1)BE(t,H)GE(E, 1) ,

(3.27)

In these expressions, the imaginary part of fZ(¢,t') will also contribute. This will result in a shift of the bare
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impurity levels. The imaginary part of f2 (t,t') is strongly peaked at t = ¢’ (in the infinite band limit, Im f diverges
as [sinh 7(t — ¢')/B]”" and for the finite band the imaginary part will be localized within a time interval 6t = 1/D).
The SCA can thus still be performed and in Appendix C it is shown that the following approximate expressions for
the retarded Green’s functions are obtained:

GR(@t,t")=—io(t — t') exp (— /t’ dr F”—2(Tlf>(e,,(7'))) ,
(3.28)

BE(t,t') = —iO(t — t') exp (— /t dr > -1}2(—T)-f<(e,,(r)))

To get an estimate of the error that is introduced in the SCA, these expressions can be inserted in Eq. (3.26), and

one finds that

—G<(tt)— G(t, t)/ dt /T, ()T, (?) £ (t, t_)exp( /d‘r F (T)f<( a(r)))

+ B<(t,t)/ & /Ty TS @) F (4 ) exp (/ dr&é(—T—)f>(sa(T))> (3.29)
— o0 t’
These equations can be rewritten in terms of functions dZ (¢) so that the master equation takes the form
d
=) = —To(O)na ()7 (6o (1)) + d3 (O] + Lo (Dnp () (2 (1)) — d5 ()] - (3.30)
The functions dZ () have the form
2200 = /t e 82 (t, ﬂsmft leo(T) —epldT : stln{[sa(t) —er](t— f)} (3.31)
—o0 [ sinh ﬂ—]
I
where equal to zero and solving the coupled equations for the
. occupation numbers. When I'8/27 < 1 [the condition
62 (t,t') = Lo (1) exp ( / d P_”@f>(50(7-))> , (B9) for the validity of the SCA at v = 0], one obtains
Lo (2) t! 2 a result agreeing with the appropriate limit of the semi-
(3.32) classical result (3.24). On the other hand, in the opposite
limit T'3/27 > 1, one obtains for the occupation of the
and level below the Fermi level
o Ly =1-T — 1), .
65 (1) = [ o e ( [ar SR m)) =t hferler —e) (339
while the occupation of the level above the Fermi level

(3.33)

Note that Eq. (3.19) is valid here as well. Therefore Egs.
(3.30) and (3.19) form a closed set of equations, when
coupled with the definitions (3.31), (3.32), and (3.33). It
is a straightforward matter to solve them numerically for
given €,(t) and T',(2).

We note also that Eq. (3.30) reduces to the master
equation, Eq. (3.18), when the functions dZ are small.
The functions dZ (t) are similar to the function ¢(t) de-
fined for the U = 0 case. In Appendix B, it is shown that
these functions also vanish in the low-velocity and high-
temperature limit. A simple case in which it is possi-
ble to demonstrate that our approximation represents an
improvement over the SCA is for the situation with two
slowly varying levels, one well above and the other well
below the Fermi level. By this we mean I'; /|e, —er| < 1
and exp(—ples — er]) < 1. The equilibrium occupation
numbers can be obtained by setting the left side of (3.30)

remains negligibly different from zero. Both these re-
sults agree with what can be trivially derived by second-
order zero-temperature perturbation theory, which obvi-
ously applies exactly in the limit considered here. Thus
our procedure gives the correct result in this case, even
though the criterion (B9) for the SCA is not satisfied,
and when the SCA does not give the right value. We
should mention, however, that for both levels below the
Fermi level, the criterion (B9) still must be satisfied for
our equations to give the correct result. This is not un-
expected since the approximate forms for the advanced
and retarded Green’s functions derived in Appendix C
require that I'8/27 be small.

In order to test the SCA for the infinite-U model, we
introduce two atomic energy levels, |1) and |2), as above.
The dependences of the shift and broadening of these lev-
els with distance are again assumed to be linear and ex-
ponential, respectively, following Eqs. (3.15) and (3.16).
We assume that the atom moves with constant speed
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-0.2 -0.1

energy
-0.3

FIG. 4. Schematic plot of the assumed shift of the two
atomic energy levels |1) and |2) near a metal surface. The
Fermi energy and the crossing distances Z2 and Z? where the
atomic energy level crosses the Fermi energy are indicated.
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FIG. 5. Effects of the velocity on the validity of the mas-
ter equation for two levels in the infinite-U limit. The two
top figures (a) and (b) show the populations n,(z) and n,(z)
calculated using Eq. (3.30), as a function of distance traveled.
(c) shows the magnitude of the correction term d>(z) for level
2. In (d), the correction term d>(z) for level 1 is shown. The
calculations are performed assuming two levels with Z! = 12
aau., Z2 =8amu., by =by =0.02, a3 = 1.0, az = 0.5, T = 300
K and the metal work function is 0.2 a.u. The widths have
been scaled so that similar charge transfer occurs during each
trajectory. The solid curves are for v = 0.1000, A; » = 10.0,
the dotted curves are for v = 0.0100, A; , = 1.0, the dash-

dotted curve is for v = 0.0010, A; > = 0.1, and the dashed

lines are for v = 0.0001, A; > = 0.01. The populations n1(z)
and n2(z) obtained using Eq. (3.18) neglecting the correction
terms d% are shown with the thin solid line in (b) and (a),
respectively.
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v following the straight-in—straight-out trajectory de-
scribed earlier. In Fig. 4, the shift of the atomic levels as
a function of distance from the surface is schematically
illustrated and the respective crossing distances Z} and
Z?2 and the Fermi energy indicated.

In Fig. 5, the populations n1(z) and ns(z) are shown as
a function of distance for different velocities. In the lower
part of the figure, the variation of d7 and d3 is shown
as a function of distance from the surface. It can clearly
be seen that the functions d(z) vanish with decreasing
velocity. In Fig. 6, trajectories are shown for different
substrate temperature. Analogous to the U = 0 situa-
tion, the corrections d{ and d5 decrease with increasing
temperature. As will be evident in the result section, the
requirements for the SCA to apply are more stringent
than in the U = 0 situation. Since the charge-transfer
dynamics in the presence of intra-atomic correlation will
depend on the instantaneous population of all atomic en-
ergy levels in the problem, it is crucial that the instan-
taneous populations of all energy levels are accurately
described. This can directly be seen in Fig. 5, where an
accurate population of level |1) only is obtained at room
temperature.
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FIG. 6.. Effects of temperature on the validity of the mas-
ter equation for two levels in the infinite-U limit. The trajec-
tory and energy level parameters are taken as in Fig. 4. The
velocity is v = 0.001 and the Fermi energy is 0.2 a.u. The
top figures (a) and (b) show the populations n2(z) and n;1(z)
as obtained using Eq. (3.30). (c) shows the correction term
d5(z). (d) shows the correction term dy(z). The solid curves
are for T' = 300 K, the dotted curves are for T' = 600 K, the
dash-dotted curves are for T' = 1200 K, and the dashed lines
are for T' = 2400 K.
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IV. APPLICATION TO ION-SURFACE
SCATTERING

In the first three subsections we will present some re-
sults for charge transfer in atom-surface scattering. The
calculations are performed for two levels interacting with
the continuum. For simplicity the atomic trajectory and
the variation of the shifts and broadening of the atomic
levels with distance are taken as described earlier; see
(3.15), (3.16), and the corresponding discussion. For
comparison we will show both the results obtained using
the master equation for infinite U, Eq. (3.18), and the
result for each of the levels assuming U = 0, Eq. (3.8). It
is important to keep in mind that the calculated occupa-
tion numbers represent expectation values and thus refer
to a macroscopic ensemble of atoms scattered against the
surface. In the discussion below, we will, however, refer
to individual atomic trajectories. Fractional occupation
of the levels should therefore be interpreted as an ensem-
ble average of the occupation. It will be demonstrated
that the inclusion of correlation effects can have a drastic
effect on the charge-transfer dynamics and lead to qual-
itatively different results than what a theory neglecting
the intra-atomic correlation would predict.

In the last subsection, we will discuss the relevance
of our finding of a strong correlation effect on charge
transfer for the anomalous yield of positive ions at low
velocities in sputtering of metal surfaces.

A. Spin dependent scattering

As was demonstrated in the theory section, the inclu-
sion of spin affects the charge transfer even for the de-
generate case. The inclusion of spin can lead to other
very important effects that could be probed using spin-
polarized atom-surface scattering. In Fig. 7, the scatter-
ing of a spin-polarized atom with a surface is modeled.
The two spin levels are assumed to be degenerate and
the surface is assumed to be nonmagnetic. As the sur-
face is approached, the electron tunnels into the surface
and the atom is increasingly ionized. At the position Z,,
where the atomic levels cross the Fermi energy, electrons
start to fill the atomic level. At this distance there ex-
ists a net spin polarization of the atom. The presence
of intra-atomic correlation restricts the occupancy of the
atomic levels to one. As the atom moves towards the
turning point, the net spin polarization is preserved since
the tunneling rates into the different spin levels are the
same. Thus even at the turning point close to the sur-
face, an ensemble of atoms would have a net spin polar-
ization. This spin polarizations is naturally maintained
also through the outgoing trajectory.

For the U = 0 case, both of the spin levels are com-
pletely occupied at the turning point due to the very
efficient tunneling at such close distances from the sur-
face. All spin polarization is therefore lost and a complete
equilibration with the magnetization with the surface re-
sults.
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FIG. 7. Comparison of the results from the master equa-

tions for infinite U and U = 0 for a doubly degenerate atomic
level. The trajectory is as defined in Fig. 4. The upper part
of the figure shows the population of the different levels as a
function of distance from the surface along the ingoing tra-
jectory. The lower figure describes the outgoing trajectory.
The parameters of the system are v = 0.001, T' = 300 K,
Z) =22 =10 a.u., by = by = 0.02, Ay = A2 = 0.2 a.u., and
a1 = az = 0.7 a.u. The metal work function is 0.2 a.u. The
solid and dash-dotted lines are n1(z) and n2(z) calculated us-
ing Eq. (3.18). The dashed and dotted lines are ni(z) and
n2(z) calculated using Eq. (3.8), i.e., neglecting correlation.
During the outgoing trajectory the dotted and dashed lines
coalesce, resulting in an apparent dashed line.

B. Multiple levels

In the situation where several levels can be neutralized,
the resulting charge state of a desorbing atom will also be
determined by dynamical effects. In Fig. 8, we illustrate
how the filling of an excited atomic state can prevent
the formation of the ground state. The excited state is
assumed to cross the Fermi energy closer to the surface
than the ground state. The width of the excited state
is assumed to be larger and more slowly varying with
distance than the width of the ground state.

As the atom approaches the surface it reaches the point
where the atomic ground state shifts below the Fermi en-
ergy. After this point, the ion can neutralize by resonant
tunneling into the ground state. The tunneling rate into
this state is, however, low so the probability for neutral-
ization of the ion is very small. At the position where the
excited level crosses the Fermi energy, the atom is very
efficiently neutralized by resonant tunneling into the ex-
cited state. The atom will keep its neutral state through
the collision with the surface and during the outgoing
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FIG. 8. Comparison between the master equations for in-
finite U and U = 0, for the same levels as described in Figs.
5 and 6. The trajectory and layout of the figure are as de-
scribed in Fig. 7. The parameters of the system are v = 0.001,
T =300K, Z! =12.0 a.u., by = by = 0.02, Ay = A, = 0.1,
a1=1.0, Z2 = 8.0 a.u., and a2 = 0.5. The work function
of the metal is 0.2 a.u. The solid and dash-dotted lines are
n1(z) and n2(z) calculated using Eq. (3.18). The dashed and
dotted lines are n1(z) and n2(z) calculated using Eq. (3.8),
i.e., neglecting correlation.

trajectory until the excited level crosses the Fermi en-
ergy, at which time the excited atom will re-ionize. This
ion can now in principle be neutralized by resonant tun-
neling into the ground state, but since the tunneling rate
is low, the reneutralization is inefficient and most of the
time the atom will emerge from the surface as an ion.

These results are again in qualitative disagreement
with a theory neglecting the intra-atomic correlation. In
this case the neutralization of the two levels occurs inde-
pendently. The ground state will be almost completely
filled due to the large tunneling rate into this state close
to the surface. As the atom passes the crossing distance
and the ground-state level shifts to above the Fermi en-
ergy, the atom can re-ionize. However, since the tun-
neling rate is small at this relatively large distance from
the surface, the probability for the atom to emerge as
an ion is very low. The neglect of the correlation energy
thus wrongly predicts almost complete neutralization of
an ensemble of atoms in this scattering experiment.

C. Almost degenerate levels with different widths

In a recent paper?! it was suggested that the surface-

induced hybridization of atomic levels can lead to atomic

DAVID C. LANGRETH AND P. NORDLANDER 43

levels with different geometrical orientation of the atomic
wave functions. This effect can result in levels that have
almost the same energy while very different widths. Since
the energy of these levels is similar, one might expect cor-
relation effects to influence the charge transfer strongly.
In Fig. 9, a scattering experiment involving an atom
with two almost degenerate levels with different widths
is modeled. As the ion passes the crossing distance, the
short-lived atomic level gets filled quickly. The occu-
pation of the long-lived atomic level is therefore effec-
tively blocked by the U term. When the atom passes
the crossing distance during its outgoing trajectory, the
atom starts to re-ionize. Since the tunneling rate into the
long-lived state is zero this state can no longer be formed
and the probability for the atom to emerge neutralized
is vanishingly small.

The neglect of intra-atomic correlation in this situa-
tion again would yield a qualitatively different result for
an ensemble of atoms scattered against the surface. As
the levels approach the surface they will be filled indepen-
dently of each other and at the turning point, both levels
are occupied. When the atoms have passed the crossing
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FIG. 9. Comparison between the master equations for

infinite U and U = 0, for two degenerate resonances with
very different widths. The trajectory and layout of the figure
are as described in Fig. 7 The parameters of the system are
v =0.001, T =300 K, Z} = Z2 = 8.0 a.u., by = b = 0.02,
Ay = 0.01, Az = 1.0, and a; = a2 = 1.0. The work function
of the metal is 0.2 a.u. The solid and dash-dotted lines are
n1(z) and n2(z) calculated using Eq. (3.18). The dashed and
dotted lines are m1(z) and n2(z) calculated using Eq. (3.8),
i.e., neglecting correlation. During the outgoing trajectory,
the dotted and dash-dotted lines coalesce, resulting in an ap-
parent dash-dotted line.
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point, the atoms in the short-lived state immediately re-
ionize. The atoms in the long-lived state do, however,
survive. This conclusion is entirely different from that
for the infinite-U model.

D. Application to sputtering experiments

In several recent sputtering experiments an increase in
the yield of positive ions emerging from the surface at low
velocities has been observed,?? compared to what would
be expected from interpretations neglecting correlation
effects.

Attempts to explain these anomalous results in terms
of intra-atomic correlation effects have been only partly
successful.!! These authors found that for the spin-
dependent case, one could expect a reduction in the neu-
tralization rates of the level below the Fermi energy due
to correlation. The proposed effect was judged too small
to account for the experimental results. In light of the
present theory, where it has been demonstrated how ex-
cited atomic states can prevent the formation of certain
more equilibrated states, the presence of intra-atomic
correlation could possibly have a larger effect than that
which was proposed by Brako and Newns.!! Thus tempo-
rary excited atomic states might be formed close to the
surface that would prevent the formation of the ground
state. As the excited atom leaves the surface region, it
will ionize.

In view of the strong perturbations expected on the
surface electronic structure in sputtering, a detailed com-
parison between experiments and theory is, however, not
possible.

V. CONCLUSIONS

We have presented a convenient method for de-
scribing charge-transfer processes in atom-surface colli-
sions. The method is based on the double-time Green’s-
function method developed by Kadanoff and Baym to
treat nonequilibrium phenomena. Using the slave-boson
method, a solution of the time-dependent Anderson
model for infinite U can be given in terms of a coupled set
of integral equations. We have shown that under certain
conditions, such as high temperature and low velocities,
the general equations simplify and a set of coupled mas-
ter equations for the charge transfer results. This finding
is of considerable importance since it allows the descrip-
tion of charge transfer on the same level as the descrip-
tion of the nuclear motion. Applications of this master
equation to a number of different atom-surface-scattering
situations have shown that the inclusion of intra-atomic
correlation can have a profound effects on the charge-
transfer processes that can occur. In the cases presented,
the inclusion of correlation gives a qualitatively differ-
ent behavior than what would have been expected for
a single-level situation. Even the inclusion of spin for
a single level can lead to a qualitatively different result
from the spinless approximation. The method and so-
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lution presented are expected to apply to a wide class
of nonequilibrium phenomena involving time-dependent
perturbations and intra-atomic correlation effects.
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APPENDIX A: SOME USEFUL IDENTITIES

In this appendix some of the identities used in the
text are listed. These were all previously derived for
fermions.'® Here we need to consider bosons as well as
combinations of bosons and fermions.

First we give some definitions. Let C(¢,t') be a prop-
agatorlike object, either fermionlike or bosonlike. Ex-
amples of “propagatorlike objects” would be propagators
(Green’s functions) and self-energies. The analytic pieces
of C, that is C> and C<, are defined by

iC(t, 1) = C>(t, )0t —t) £ C<(t,t")O —1),
(A1)
where ©O(t —t') is a unit step function that operates along
the (possibly complex) integration contour, and where
the upper sign is to be used for bosons and the lower
sign for fermions. This sign convention holds throughout

this appendix, but not elsewhere. Similarly we define the
advanced and retarded functions by

iCR(t,t") = Ot —t")[C> (¢, t') F C<(¢,t')],
(A2)
iCA(t, 1) = —O(t' = t)[C> (t,t") F C<(t,1)] .

Suppose C is given by a series product of A and B:

Cc(t,t") = /dt” A, t"YB(", 1), (A3)
c

where ¢ is the appropriate complex contour. For example,
the integrals involving the self-energy times the Green’s
function in the Dyson equation are of this type. Note
that if C is fermionlike, so are A and B; if C is bosonlike
then so also are A and B. The key identities that enable
one to continue integrals like this to the real axis are

c(t,¢) = / dt" [ AR(t,t")BZ (¢",1')
+AR(4,t")BA(", )], (A4)
and

CchA(t,t) :/ dt" ARA@R, ¢ BRAR ). (A5)
—o0

These hold both for bosonlike and fermionlike objects.
Suppose on the other hand C is given by a parallel
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product of B and C. It is trivial here to continue to
the real axis, but is is still useful to express the results
in terms of the advanced, retarded, greater-than, and
lesser-than quantities. There are two cases of interest,
one where C'is bosonlike, which means that A and B rep-
resent a fermion—antifermion pair as in the self-energy of
the slave boson, a second where C' is fermionlike, which
means that A and B, respectively, represent a fermion
and a boson as in the self-energy of the atomic levels. In
the first case we define

C(t,t') = AR, t")B(',t) . (AB)
Use of the definitions above gives

CR(t,t') = iAR (t,t')BS (t',1) (A7)
and

CRA(, 1) =i A>(t,t")BRA®{ 1)

—ARAG B> ()] . (A8)

Similarly in the second case we define

C(t,t') = A(t, t')B(t,1'). (A9)

Assuming that A is fermionlike and B is bosonlike, we
obtain

C(t,t") = —iAZ (t,t") B (t,t) (A10)
and
CRAt,t') = —i[ A>(t,t)BRA(R, 1)
ARA@R tYB<(t,1)] . (A11)

The above identities were used a number of times in the
development in the main text, without specific reference
to this appendix.

APPENDIX B: VALIDITY OF THE
SEMICLASSICAL APPROXIMATION

In this appendix we will discuss the validity of the
SCA. The quality of the SCA will depend on the magni-
tude of the corrections terms c(t) and dZ (t). The SCA
involves an approximation of the following form:

[ ai /TG Rel 72 (1, D164,

zG’A(t,t)I‘(t)/t diRe[f3(t,1)], (Bl)
where

1sin ft-t drleq(7) — er)

R/e[f< (t:t_)] = %6@ - t_) + 5 Bsinh w(tﬁ—tz )

(B2)

where the plus sign goes with f> and the minus with f<.

We note that there are two independent factors that
will contribute to the localization in . The denominator
involves a hyperbolic sine term that will cut off contri-
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butions where t — f > /x. This defines a time interval
Aty during which the integrand in Eq. (B1) must be sta-
tionary. The oscillatory nature of the sine term in the
denominator restricts the time integration to a time in-
terval, t — ¥ < [ep — 6a(t)]“1. This defines another time
interval At, during which the integrand in Eq. (B1) must
vary slowly. The latter cutoff will be in effect as long as
the atomic level is far from the Fermi energy.

The variation of the integrand in Eq. (B1) should be
small during the smallest of these time intervals. As-
suming exponential level widths and uniform velocity as
discussed in the theory section, I' varies with time as
exp(—awvt). For the U = 0 case, G4 has the following
form:

GA(t,1) = exp (/t;_drr—(;)> ,

and for the correlated system, G4 is of either the form

ud=ow ([ artDp )

(B3)

(B4)

or

GA(t,t) = exp (/t_t_dr ZF%'—)fﬂea(r))) :

(B5)

All of these functions G4 are similar so in the following
we will use the last form. For small times ¢, G4 varies
with time as

GA(t’t—) ~ exp (Z Fo(t)(—t_;-{)"f<(€a(t))> : (B6)

The conditions for the SCA are thus that the variation
of

exp (E;E(t -1 - Z%@f<(50)(t - D) (B7)

is slow during the smallest of the time intervals At; or
At,. Using Aty = /m, we obtain the following criterion:

av — Z T, (%)

This condition is satisfied at high temperatures and low
velocities, and leads to the following conditions:

d )< %’r

B
o < 1. (B8)

(B9)

ow<<27r
7

The alternative condition for the SCA due to the pos-
sible smallness of At, leads to the condition

av — ZI‘,, ()

o0 | < 1. (B10)
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In practical applications, the av term will be much
smaller than the term involving the widths I' and can
therefore be neglected. The criterion thus takes the form:

ZF ®)
|6a(t) “erl

Obviously this criterion does not apply at times where
the atomic energy levels cross the Fermi energy. This is,
however, often the situation of relevance for experiments.
For the SCA to apply in the low-temperature limit we
must therefore require that only very small charge trans-
fer occur during the time of crossing of an atomic energy
level with the Fermi energy. The crossing time At. can
be directly obtained from Eq. (B10), At, = (T /bv),
where

<1. (B11)

b= < eu(2) (B12)

2=2¢

The charge transfer during this time is proportional to
I's(t.). The condition of small charge transfer during the
crossing translates into the following requirement on the
velocity:

v >T%(Z, )( eq(2Z. ))—1 ) (B13)

We now turn to the evaluation of the remaining inte-
gral in Eq. (B1),

[ ameizz )

=14
=g*

(B14)

/ d_smft dr[eq(T) — €F)
ﬂsmhl(tﬂj .

To facilitate the discussion, the function A(¢,%) is defined
as

t
AT = [ drieqa(r) —€F) . (B15)
7
For €,4(t) constant in time, A takes a simple form:
A, t) = (ca—ep)(t—1) . (B16)

The integration in Eq. (B14) can here trivially be per-
formed and gives

/ dTRe[f 2 (1,D)] = 1% 3[4 — F<(ca)] = 32 (ca).
(B17)

In the general case, the energy levels will vary with time.
In order to investigate this case, we assume a linear shift
of €, with distance and a uniform velocity. For this
model, A takes the form

A(t,f):b(Zg~Zc+§(t+f)) t—-17).  (B18)
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This expression is inserted in Eq. (B14) and the following
integral results:

[ et
sin{[(b(Z — Z.) + $bva]x}

i%3 / W enh(n/B)

The hyperbolic sine term in the denominator again pro-
vides a natural cutoff at x = B/m. The 2% term in the
argument of the sine term in the numerator can be ne-
glected if

(B19)

v
(Zz-2Z)> 2ﬂ_ﬂ . (B20)
This condition defines a crossing time At, = 8/ during
which negligible charge transfer must be required, i.e.,
I'(t.)B/2m < 1. This is a special case of the criterion Eq.
(B9) presented earlier. If the 22 term in the argument for
the sine term can be neglected, the resulting integration
can directly be performed and the results are

t
/ TR (1,D)] = 1% (calt)) - (B21)
— 00

For the SCA to be valid, it suffices that only one
of the criteria Eq. (B9) or Eq. (B10) be satisfied.
The conditions on velocity and temperature presented
in this appendix are unnecessarily restrictive. Nu-
merical studies of the corrections c(t) and dZ(¢) re-
veal a much broader applicability of the SCA than
what has been indicated. In particular a good con-
vergence at even zero temperature is obtained by the
local approximation. This is most likely due to the
fact that the numerator in the expression for f% os-
cillates with time and that even the modest ¢! cut-
off provided by the denominator in the T = 0 K
limit suffices to provide a localization. Neverthe-
less, the criteria presented here are satisfied in typi-
cal atom-surface-scattering experiments at room tem-

perature. For a K atom with a kinetic energy
of 1 eV, impinging at 45°, the perpendicular veloc-
ity is around v = 0.0005 au. At room temper-
ature 8 = 1000. At a distance of 10 a.u. from

the surface, the width is around 0.001 au. and
o = 1.03 We thus see that the conditions in Eq.
(B9) are both satisfied. If we assume that the level
shift is due to the image potential, =0.003, so also
the second criterion Eq. (B10) is satisfied, although
this would not be required for the validity of the
SCA. For larger velocities Eq. (B10) will still ap-
ply. For smaller velocities Eq. (B9) will apply in-
stead.

The above discussion assumes a planar surface so that
the shifts of the atomic energy levels are smooth. Re-
cently it has been shown in the U = 0 limit,3 that in the
presence of a lateral corrugation of atomic levels outside a
surface and a nonperpendicular scattering geometry the
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charge transfer occurs as if the electrons in the conduc-
tion band were characterized by a higher temperature.
The analysis showed that the same type of localization
that is induced by the hyperbolic sine term in the Dyson
equations, results from such a corrugation. Application
to ion-surface-scattering experiments revealed that the
effective surface electron temperature was at least 2400
K. Most likely, the same result will apply also to the
large-U limit, and sufficient localization is obtained from
the criteria Eq. (B9) alone even for very broad levels.
More work along these lines is clearly required before a
definite assessment of the validity of the SCA for the de-
scription of charge-transfer processes between atoms and

corrugated surfaces can be made.
J
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APPENDIX C: SEMICLASSICAL
APPROXIMATION FOR THE ADVANCED
AND RETARDED GREEN’S FUNCTIONS

In this appendix, the approximations used to derive
the expressions for the retarded and advanced Green’s
functions used for the evaluation of the correction terms
for the master equation for large U are discussed. Due
to the necessity of including both the real and imaginary
parts of f2 we follow a slightly different route than be-
fore.

The Dyson equation for the retarded Green’s functions
have the form

i%éf(t,t'):&(t_t/)_*_/oo df ,—_..._Fd(t)l_‘o(t_) f;(t,t_)BR(t,i)éf({,t/) ,

(C1)

i%BR(t,t/) =6t —-t')+ 20: /:)dt\/ra(t)ro@ FEE 0GR, DBR@E, ) .

The imaginary part of f2 (¢,#') will result in a shift of the
bare impurity levels. This shift introduces a new time
dependence of the phase of the advanced and retarded
Green’s functions. We will here demonstrate that under
certain circumstances, this shift can _be neglected.

The real and imaginary parts of f2(¢,¢') are strongly
peaked at ¢t = ¢ (in the infinite-band limit, Imf di-
verges as [sinh 7(t —t')/8]™" and for the finite band the
imaginary part will be localized within a time interval
6t = 1/D). The SCA can thus be performed as usual
and the following equations result:

ﬁ ~R AN Y
i Gt 1) = 6(t — 1)

—iT, (t)GE(t, ') /t dif> (t,1)
(C2)
a R N 1
z—atB )= 6(t—1)

—i Y Ty (t)BR(t,1) /td{fj (1) .

These expressions can of course directly be solved ex-
actly, since f% only depend on &,(t) and the substrate
parameters. In the present application, we content our-
selves with only obtaining a qualitative estimate of the
correction terms. To this end, we need approximate ex-
pressions for GE(¢,t') and BE(t,t') valid in the limit of
large and small |t —t'|. For |t —t'| > B/, the integration
over  in Eq.(C2) can be done from # = —co. For simplic-
J

[

ity we assume a constant level energy and a rectangular
band of width 2D.

Using Egs. (2.14) and (3.2), the following result is ob-
tained:

/- dt f2 (I,t) = /t dt explie, (t)(t —1)]

D
x /_D & P2 (e exploie(t — D)) -

(C3)

The time integration can here be performed directly to
yield

t —~2 — _ D dc“: 2 —1
| iz@n= /_D?z?f O v
(1)

where 7 is a real infinitesimal.
Using Cauchy’s theorem, the following expressions are
obtained:

/ d‘?(t‘,t):f%'“—)—)ﬂp/[’ de £2(e)

p2me, — €’

(C5)

These expressions can be inserted in Eq. (C2) and the
equations can directly be solved. If the imaginary parts
of f% are denoted by PZ(t), the retarded and advanced
Green’s functions can directly be obtained:

GE(t,t') = —iO(t — ') exp (— [’tdr L?j”(ea(r))) exp (z /tlth-F”(—T)Pc,> (t)) ,

BR(t,t') = —iO(t — t') exp (— /t' dr ;Lg:—)f<(€a(r))) exp (—i/tl dr ZO:FOT(T)P(,((t)) .

2
(C6)
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For a wide band, the functions P (t) behave approxi-
mately as

es(t) —ep
D
This correction can be neglected if the time integral is

small over the time interval At = 8/ which contributes
to the integrals in Eq. (3.17). We thus require

raP,,%§<<1 )

1
()~ —
PX(1) o In (C7)

(C8)

This above condition defines a required minimum energy
separation between ¢, and the Fermi energy:

2
les — er| > Dexp (— ;;a) (C9)

In the case with a level crossing, this criterion is equiva-
lent to a crossing time:

D 2m?
At = Eexp (_,BI‘,,> .

(C10)
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During this time we must require that only small charge
transfer occur, i.e.,

T, () (b—lD exp (-ﬁ%) <1.

This criterion is satisfied in typical atom-surface colli-
sions. The phase factor in Eq. (C6) will therefore be be
neglected in the following. The SCA thus yields the fol-
lowing approximate expressions for the retarded Green’s
functions.

GUR(t,t’) =—i0(t —t') exp (-—— _/,1 dr £a2£2f> (ea(r))) ,
(C12)

(C11)

BR(t,t') = —iO(t — t')

X exp (— /t' dr Z —r"?(T) f< (ea(r))) .

We note that these expressions are correct for ¢ ~ t/
and for t — ¢/ > B/x.
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