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Superconductivity in very small-diameter Pb-In wires has been studied through measurements of
the resistance in the low-current limit, and the voltage-current characteristics. These properties
were measured as functions of temperature and magnetic field, and in the presence of microwave ra-
diation. The results are analyzed in terms of several different theoretical models. Predictions based
on possible granularity and the Coulomb blockade, on the effects of mesoscopic fluctuations, and on
the phenomena of thermal and quantum phase slip, are all considered. It appears that over most of
the range which has been studied the behavior is best described by phase slip, and evidence for both
thermally activated and quantum phase slip is found. The behavior during a phase-slip event is
closely analogous to the motion of a particle in a multiwell potential. In this picture, thermally ac-
tivated phase slip occurs when the particle is thermally activated over the potential barrier which
separates adjacent wells, while quantum phase slip corresponds to tunneling of the particle between
wells. We have also observed behavior which implies the existence of discrete energy levels of the
particle within a well. While most of the results can be understood at least qualitatively with use of
the phase-slip picture, certain aspects remain unexplained.

I. INTRODUCTION

The nature of dissipation in a one-dimensional super-
conductor below T, is a problem which first attracted at-
tention more than twenty years ago. Little' pointed out
that a dissipative process, now known as thermally ac-
tivated phase slip, could occur at all temperatures below
T„with the result that a one-dimensional superconduc-
tor would have a vanishing resistance only at T =0. This
problem was subsequently discussed by Langer and Am-
begaokar (LA), and McCumber and Halperin (MH),
who developed a quantitative theory of this process based
on Ginzburg-Landau theory.

A real system will behave one dimensionally as far as
superconductivity is concerned if its diameter is less than
the coherence length g. The value of g is material depen-
dent, but is typically of order 500—1000 A or larger at
T=0, and diverges as T—+T, . It is not dificult to pro-
duce systems with diameters smaller than this, and hence
it is quite feasible to study one-dimensional superconduc-
tors experimentally. A number of such experiments
were performed shortly after the theoretical work men-
tioned above, and the results were in reasonably good
agreement with the LA-MH theory. Those experiments
employed samples which were typically ~ 5000 A in di-
ameter. In the past two years, we have reported stud-
ies " of systems with diameters as much as a factor of
30 smaller than this, and have obtained results which
cannot be understood solely in terms of the thermal ac-
tivation model of LA-MH. We have successfully inter-
preted the experiments by assuming that in addition to
thermally activated phase slippage, quantum phase slip
also takes place. This process is closely related to the
phenomenon of macroscopic quantum tunneling (MQT)
which has been much discussed in recent years with re-

gards to Josephson junctions. '

In the present paper we present new results for Pb-In
alloy samples which are significantly smaller than the In
wires we have studied previously. The experiments re-
ported here are an extension of our earlier work, which
consisted of measurements of the resistance R in the limit
of low current as a function of temperature, and the
voltage-current ( V I) character-istics at different tempera-
tures. In our latest measurements we have studied the
V-I characteristics in much greater detail, and have also
examined the effect of magnetic and microwave fields. In
this paper we compare our results with different explana-
tions which have been suggested, with special attention to
very recent theoretical work. Explanations which have
been proposed as alternatives to the quantum-phase-slip
model are also considered. As we will see, the quantum-
phase-slip picture is reasonably consistent with most as-
pects of the experiments, although certain features of our
results are still not understood. A preliminary account of
some of the work reported below was given in Ref. 10.

II. THEORY

The behavior a one-dimensional superconductor is,
within the framework of Ginzburg-Landau theory, close-
ly analogous to the problem of a particle moving in a
multiwell potential. ' ' ' A stable, current-carrying su-
perconducting state corresponds to the particle being
trapped near a metastable minimum of the potential.
The different minima correspond to different values of
b,P, where b,P is the (Ginzburg-Landau) phase difference
across the system. Finite voltage states are associated
with a moving particle, as the voltage is proportional to
the particle "velocity. " Any mechanism by which the
particle can escape from the vicinity of a potential
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bFO=&2H, gol3vr .. (2)

H, is the (bulk) critical field, g is again the coherence
length, cr is the cross-sectional area, and I, =kgT/@ .0
The attempt frequency 0 is given by

1/2

(3)2''"pro~

where I. is the length of the system, and ~z„ is a parame-
ter which arises in the time dependent Ginzburg-Landau
equation near T, . In this case the time evolution of the
order parameter is diffusive, with a characteristic time
scale" "

minimum will lead to a finite voltage, and thus dissipa-
tion. The LA-MH model deals specifically with thermal
activation of the particle over the barriers which separate
potential minima. Motion from one minimum to a neigh-
boring one changes hP, and this process is therefore
known as thermally activated (TA) phase slip. The LA-
MH theory leads to a resistance which in the limit of low
current is

NpQ
exp( ~+p /kg T )Ii

Here Np—=hc/2e is the Aux quantum, and AFp is the
magnitude of the energy barrier, with

tions given in (1) and (5), and for comparison we will do
so again in this paper. However, we will also compare
the measurements with recent theoretical work which has
treated the quantum-phase-slip process quantitatively.
Saito and Murayama ' have discussed quantum phase
slip using time-dependent Ginzburg-Landau theory.
They have discussed the behavior for small currents and
for currents just below the critical current, at both low
and high temperatures. They have drawn a careful dis-
tinction between the cases of small and large dissipation.
Physically, "large" dissipation means that the coupling of
the system to outside degrees of freedom is dominant,
leading to diffusive time evolution of the order-
parameter, and it turns out that (5) is implicitly in this re-
gime. When the dissipation is weak, the order parameter
motion is "oscillatory. " Saito and Murayama predicted
that these two limits are determined by the relative sizes
of~~i and ~p where

7 0=+3(IVF

In the high dissipation limit one has ~oi )&~p, while the
ballistic case corresponds to the opposite inequality.
Since rot -(T, —T) ', while ro-(T„,—T) '~, there
will be a crossover from low to high dissipation as
T~T, . This is predicted to occur at =0.3T„which is
in the experimentally accessible regime.

Saito and Murayama predict a resistance due to quan-
tum tunneling which is of the form

mA

8k~(T, —T)
(4) R -exp( —8),

where

(7)
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where P, and Pz are constants of order unity. In general,
both thermal activation and quantum tunneling will be
present, and to a first approximation the total resistance
should be the sum of (1) and (5).

In our previous work, we have analyzed the results us-
ing the thermal activation and quantum tunneling predic-

In previous work we have found that the thermal ac-
tivation prediction (1) can only account for the behavior
near T, . The experiments imply that a different dissipa-
tive mechanism, which yields a much larger phase-slip
rate, is dominant at temperatures more than =0.2 K
below T, (for samples composed of materials such as In
and Pb, which have T, —3—7 K). A number of work-
ers ' ' have considered the possibility of quantum phase
slip, according to which the fictitious particle tunnels
through the potential barrier. This is often referred to as
macroscopic quantum tunneling' '" since it involves the
coherent "motion" of the electron condensate in a
volume of order (go ), which typically contains —10 or
more electrons. In recent work, '" we proposed a quali-
tative form for the quantum tunneling rate, based largely
on analogy with the work of LA and MH, and with pre-
vious work on MQT in Josephson junctions. We were led
to an expression of the form

H, /orat
4mb

(8)

for the case of large dissipation, while in the opposite lim-
it

H, ferro
B (9)

The result (8) is very similar to (5), while (9) differs in the
temperature dependence of the factor B.

The theory of thermal activation developed by LA and
MH, and the work on quantum tunneling by Saito and
Murayama are based on the usual time-independent and
time-dependent Ginzburg-Landau (GL) theories. It has
recently been pointed out that these conventional forms
of GL theory may not be appropriate for describing a
phase-slip process. The usual derivation of GL theory as-
sumes that the external degrees of freedom (the
quasiparticles, etc.) are always in thermal equilibrium
with the system. However, a phase-slip process will
occur on a time scale which is presumably of order
A/6, where 6 is the energy gap. This time scale will ap-
proach infinity as T~T„and hence sufficiently close to
T, the time required for the quasiparticles to come into
equilibrium will be shorter than A/6, and the usual GL
theory can be used. However, it is estimated that this is
only the case within about —10 K of T, . At tempera-
tures farther from T, (which will be of interest to us here)



162 N. GIORDANO 43

the quasiparticles are unable to respond during a phase-
slip event. It is thus more appropriate to assume that
the quasiparticles are "frozen" during the phase-slip pro-
cess, and this leads to a GL theory which has a somewhat
different form than the conventional one. The time evo-
lution of the order parameter is in this case oscillatory,
since the quasiparticles are not able to exchange energy
with the system during the phase-slip process; the charac-
teristic time scale for order-parameter evolution is ~o. In
addition, the energy barrier has a somewhat different
form than that found by LA, (2). As a result, both the
thermal-activation and quantum-phase-slip rates are
affected. The contribution of thermal activation (TA) to
the resistance has the form

0.8

0.6
t:

0.4
LL

0.2

R T~ =——exp( b,F„&—/ks T),1

ro k
(10)

0
-2 0

CURRENT (arb. units)

which is similar to (1), except that the energy barrier [in
frozen-quasiparticle (FQ) theory] is now

—1/4
T

AFFq =1.1 1 — AFp
T.

FIG. 1. Schematic of the Ginzburg-Landau free energy as a
function of current for a one dimensional superconductor, after
Ref. 2.

where AFo is the barrier calculated by LA, (2), using the
conventional GL theory. The quantum-phase-slip rate is
given by

1 LR M&T =——exp( y b FFQ7 olk),
&o 0

(12)

where y=3&3m. /2 is a constant factor. We also note
that the prefactors in (10) and (12) are only qualitative es-
timates; however, they should be sufficient for our pur-
poses, since the exponential factors dominate the temper-
ature dependence in both cases.

In the next section, we will compare these different pre-
dictions with our results. The frozen-quasiparticle ap-
proach appears to be the appropriate one, and it will
therefore play a primary role in our discussions in the
remainder of this paper. However, since in our previous
work we used the older predictions (1) and (5), we will
also compare our results with those expressions, in order
to determine if the experiments can distinguish between
them and the predictions of the frozen-quasiparticle mod-
el. We will find that the experiments can be described
reasonably well by either theory.

In addition to our measurements of the resistance at
low currents, we have also studied the voltage-current
characteristics at currents below the "mean-field" critical
current I, . According to Ginzburg-Landau theory, I, is
related to the energy barrier by

2 0I, =m'
AF

(13)
3 No/c

The physical meaning of I, can be seen from Fig. 1,
which shows schematically the free energy of the system
as a function of current. This result follows from the usu-
al GL free energy; the minima correspond to stable
current-carrying states, for which the order parameter
has the form g =fexp(i P ), with the phase P =~z, where z

is position along the system and ~ is a function of the
current. Note that for convenience we have followed LA
and MH, and assumed periodic boundary conditions for

The wave vectors ~ of these uniform solutions for P
are then quantized, and the different superconducting
states correspond to different integral numbers of turns in
helix which describes the spatial variation of ttj. The free
energies of the zero-voltage states (the minima in Fig. 1)
are a quadratic function of the current. The oscillations
of the potential (i.e., free energy) correspond to the cost
required for the system to move from one superconduct-
ing state to another (remove a loop of the helix), i.e., a
phase slip.

For slow variations of P, the amplitude of the oscilla-
tions in the potential in Fig. 1 are just AFp, while for rap-
id variations (as in a phase slip), this amplitude is OFF&.
At a given temperature this amplitude is fixed. As one
moves to higher currents in Fig. 1 one will eventually
reach a point at which the minima disappear, and this
corresponds to the critical current. While I, is well
defined in terms of the behavior of the potential, Fig. 1, it
is not an easy quantity to measure directly. If the system
is initially located at potential minimum, one could imag-
ine simply increasing the current gradually until a finite
voltage is observed. At this point the minimum will
presumably have just disappeared, and the system would
be "moving" down the potential curve. However, one
must also allow for fluctuations, and these will cause the
system to escape from a minimum before it becomes ab-
solutely unstable. That is, the system will switch into the
finite-voltage state before I reaches I, . This effect is well
documented in work on MQT. '

When the system switches into the finite-voltage state,
the effects of dissipation can be important. In particular,
if there is no dissipation, which corresponds to no friction
in the particle analogy, the system will accelerate down
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the potential curve, and never be "retrapped" in any of
the minima it encounters. However, if the dissipation is
sufficiently large, the system will lose energy fast enough
to be captured by another minimum. These two possibili-
ties can be distinguished experimentally by the value of
the voltage. If the voltage has a value appropriate for the
normal state, this implies that retrapping does not occur,
while if the voltage is lower than this, retrapping must
presumably be significant.

To this point, we have treated the particle quantum
mechanically only with regard to its interwell motion
(i.e., tunneling). If the "mass" of the particle is
sufficiently small, the quantized nature of the energy lev-
els within a potential well may also be important. While
our system is more complicated, and has more degrees of
freedom than a simple particle, one would presumably
still expect the energy levels to be quantized. This could
be manifest in several ways. First, the quantum-phase-
slip process involves tunneling of the system through the
barriers in Fig. 1. If the initial and final states have the
same energies, one will have a sort of resonant tunnel-
ing 28 —3o, io leading to a large tunneling rate, and a large
voltage. On the other hand, if the levels are not coin-
cident, the tunneling rate will be reduced. One would
therefore expect to see some sort of oscillations or other
structure in the V-I characteristics, as variations of the
current will shift the levels in one well relative to those in
adjacent wells. One might also expect to see effects due
to the change in the number of bound levels in a given
well as the depth of the well is changed. Such a change
can occur through changes in the current, or tempera-
ture, and could be reAected in the resistance as a function
of temperature, or the escape rate as a function of
current. Finally, irradiation with photons of the ap-
propriate frequency should induce transitions between
the levels within a well '

The possibility of resonant tunneling was discussed by
Hatakenaka and Kurihara, who considered explicit-
ly the case of Josephson junctions. So as we know, reso-
nant tunneling has not yet been observed in that system,
or, prior to our work, ' in any other system which in-
volves a macroscopic degree of freedom. However, in
some very elegant experiments employing Josephson
junctions, Clarke and co-workers ' have demonstrated
the existence of discrete levels of the "particle, " through
the observation of transitions between levels induced by
microwave radiation. Another interesting discussion re-
lating to the effects of discrete levels has been given re-
cently by Silvestrini, Ovchinnikov, and Cristiano. They
have shown that the rate of escape from a well as a func-
tion of well depth can exhibit structure due to level
quantization. Their arguments are very similar to those
we will employ below to account for some of our results.

As will be discussed in the next section, our results
seem to indicate the existence of discrete levels of the sys-
tem within a well. To compare our results with the
theory, it is necessary to calculate the energy level spac-
ing, etc. Such calculations require quantitative
knowledge of the shape and depth of the potential, etc.,
which is not currently available. However, it turns out
that the relative position of adjacent wells is, according to

the theory, independent of the details of the potential; the
prediction is '

b.Fi=+4oo J/c . (14)

g(0)
L, (k~L, )

(15)

where L, is the elastic mean free path, and g(0) is the
zero-temperature coherence length. Note that (15) as-
sumes that the length of the system is less than the elec-
tron phase coherence length (we will return to this point
below). In addition, these fluctuations should be sample
specific.

III. EXPERIMENTAL TECHNIQUE

The samples were fabricated from Pb-In films pro-
duced by coevaporation, with an In composition of ap-

This relation will be used in our analysis below.
To this point we have discussed only the thermal and

quantum-phase-slip models and their consequences.
However, other explanations could well explain our re-
sults, and we now discuss two that appear most plausible.

We first consider what are known as "charging"
effects. Our samples have very small diameters, and
since the PbIn films from which the one-dimensional
samples were made were polycrystalline, the samples
could be viewed as connected grains. If the intergrain
connections are "strong, " it is appropriate to view the
samples as continuous metallic strips, as we have as-
sumed to this point. However, if the connections are
weak, the intergrain capacitance and tunneling between
grains could be very important. Since the minimum
charge which can be transferred is one electron, the asso-
ciated charging energy is e /C, where C is the intergrain
capacitance. To obtain a rough estimate for C, we as-
sume that the capacitor has a spacing of 20 A, a diameter
of 300 A, and a dielectric constant of unity. This leads to
C-4X 10 ' F, which corresponds to a charging voltage
of Vc-40 mV. This effect would be manifest in the V-I
relation through the behavior at low V. If a small voltage
(( Vc) is applied, the current will be "blocked" since the
transfer of an electron would result in an opposing volt-
age Vc, which would make the total voltage across the
junction negative. Hence there will be a depressed
current until V ~ Vc. In addition, one might also observe
the so-called Coulomb staircase at higher voltages. This
is an oscillation in the V-I relation which arises due to
the discrete transfer of charge. Again, Vc will be the
characteristic scale, as these oscillations should be uni-
formly spaced in V. Since this effect is a geometrical one,
the voltages at which these features occur in the V-I
characteristic should be temperature independent.

0
Our samples were typically ~ 300 A in diameter and 40

pm long, and hence could be considered to be "mesoscop-
ic." One might therefore expect to find mesoscopiclike
Auctuations, and recent theoretical work has suggest-
ed that there will be such fluctuations in the critical
current. Fluctuations in I, will presumably be reflected
in the V-I characteristics. The predicted fluctuations in
the supercurrent are
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proximately 10% by weight. This alloy was chosen for
several reasons. First, thin films of PbIn appear to be
more homogeneous and have a smaller grain size than the
In films used in our previous work. This has permitted us
to study samples with significantly smaller cross-sectional
areas. Second, films of PbIn are fairly resistant to oxida-
tion; the samples were relatively stable and could be stud-
ied for long periods of time without significant degrada-
tion. The values of T, were in the range 6.9—7. 1 K, de-
pending on the precise composition (which varied slightly
from batch to batch). The samples considered here were
made from films with thicknesses in the range 110—200
A. The films were evaporated onto glass substrates
which had been precoated with a thin -50 A layer of
thermally evaporated Ge. The Ge and PbIn evaporations
were performed in succession without breaking vacuum.
The substrates were held at 77 K during the evaporations
to reduce the grain size, and a small amount of Oz (-200
Torr) was admitted to the evaporator while the films
warmed to room temperature, as this was found to
reduce agglomeration. These films had normal-state
resistivities of -20 pQ cm. This value was essentially in-
dependent of film thickness for films as thin as -60 A,
which was much thinner than those used to make the
one-dimensional samples. This implies (but certainly
does not prove) that granularity should not be a problem
in our one-dimensional samples.

A step-edge technique ' was used to pattern the films
into narrow strips of PbIn. Electron micrographs of
similarly prepared samples have been presented else-
where. ' The one-dimensional samples had resistivity
ratios (i.e., ratio of the room-temperature resistance to
that in the normal state at low temperatures) which were
the same (=2.0) as those of the films, which implies that
they had the same resistivity. The step-edge method pro-
duces samples with approximately right triangular cross
sections. The cross-sectional area o. was estimated from
the measured length and resistance, and the resistivity,
which, for the reason just noted, was assumed to be the
same as that of the films. The values of cr obtained in this
way were consistent with the known step heights and
starting film thickness, and are believed accurate to better
than 20%. However, none of our conclusions depend on
precise knowledge of o.. In what follows we will refer to
&cr as the sample diameter.

The step-edge technique was used to directly produce
samples as small as about' 150 A. Several of the smallest
samples were exposed to air at room temperature for ex-
tended periods (typically a few days). They exhibited a
gradual increase in resistance, implying that the effective
diameters had decreased, presumably due to oxidation or
agglomeration. All samples with diameters under 150 A
were produced in this manner. In addition, samples with
diameters in the range 150—200 A were produced either
directly with the step-edge method or with the step-edge
technique followed by exposure to air, and the behavior
in the two cases was very similar.

The measurements were performed using the in-
strumentation described previously. " The only major
difference was that in the present work the sample was lo-
cated in a microwave cavity, whose resonant frequency

was near 8 GHz, and which was connected to a room-
temperature microwave source via semirigid coaxial
cable. The source was tunable, and it was possible to
vary the microwave frequency over the range 7—11 GHz.
Unfortunately the direction of the microwave field was
not known, due to distortion from the voltage and
current leads connected to the sample. The present ap-
paratus also allowed the application of a magnetic field.

IV. RESULTS AND ANALYSIS

A. Resistance in Iow currents
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FIG. 2. Resistance as a function of temperature for several
samples. The sample diameters are indicated in the figure. The
measuring current was typically ~ 10 A, which was found to
be low enough that the behavior was independent of the
current. The solid curves are guides to the eye.

Figure 2 shows typical results for the resistance as a
function of temperature, for samples of different sizes.
These measurements were performed with currents of or-
der 10 A or less. The results were found to be indepen-
dent of the current for currents below about 10 A.
That is, the V-I relation was linear for currents in this
range (for measurements at much higher currents, how-
ever, this was not the case; see below). In addition, the
results for R as a function of T shown here and below
were independent of the direction in which the tempera-
ture was swept. It can be seen that the behavior of the
resistance varies substantially as the diameter is reduced.
In the largest samples, with diameters d above about 280
A, R dropped to zero relatively rapidly below T„while
for -200&d &280 A the resistance approached zero
Inuch more slowly as T was reduced.

Figure 3 shows the results for the two largest samples
in Fig. 2 on logarithmic scales, along with the theoretical
predictions of the frozen-quasiparticle theory. For the
310 A sample the results are well described by thermal
activation, (10), over the entire range, with no evidence
for quantum phase slippage. %'e also note that the
theory of LA-MH, (1), fits the results just as well. Thus,
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FIG. 3. The results for the two largest samples considered in
Fig. 2, with a logarithmic scale for the resistance. The solid
lines are the predictions of the frozen-quasiparticle theory al-
lowing for both thermal activation, (10), and quantum tunnel-
ing, (12). The dot-dashed line is the thermal-activation predic-

0
tion for the 255 A sample, while the dotted line is the quantum
tunneling prediction for the same sample. The fitted parameters
are discussed in Ref. 43.

the resistance approaches a nonzero constant below T„
and does not go to zero even as T—+0. This can be easily
understood in terms of the quantum-phase-slip model.
According to this picture, the resistance is given by an
expression of the form RMQr exp( —b,Fpqio/fi), (12).
Near T„b,F„& is proportional to a power of (T, —T),
but well away from T, it will be temperature indepen-
dent. Since AI' F&

—o-, there will, if the sample is
sufficiently small, be a significant nonzero resistance even
at T =0. Note also that this behavior cannot possibly be
accounted for by any kind of thermal mechanism, since
they must always yield a vanishing resistance as T~O.

Behavior similar to that seen in the 160 A sample in
Fig. 2 has also been observed in granular superconduct-
ing films. ' Our explanation of this behavior is quite
diferent from that generally used to explain the results
for granular films. One could, of course, argue that our
smallest samples contain "weak" spots which never be-
come superconducting, at any temperature, and it is hard
to completely rule out such an explanation. However,
such a weak spot, if it were just a normal metal region,
would have to be —10 pm long, which seems quite un-
likely. We also note that, as will be discussed in Sec.
IV B, larger wires (like the other two samples considered
in Fig. 2) also exhibit a relatively large, nonzero resis-
tance as T~O, when exposed to a microwave field. We
will return to this point in Sec. IV B.

B.Resistance in the presence of microwaves

the predictions of these two theories cannot be dis-
tinguished on the basis of our experiments, although as
noted above, the frozen-quasiparticle model certainly
seems preferable on physical grounds. In addition, this
means that all of our previous results in the thermal-
activation regime '" are consistent with the predictions
of the frozen-quasiparticle model.

0

As can be seen from Fig. 3, the behavior of the 255 A
sample near T, can also be described by the thermal-
activation prediction, (10). However, at temperatures
more than about -0.2 K below T, the resistance (and
hence the phase-slip rate) is much too large to be ac-
counted for in terms of thermal activation. This is illus-
trated in Fig. 3, which shows the prediction of thermal-
activation theory alone, (10), along with the quantum
tunneling result, (12); the solid line shows the sum of the
two contributions. The prediction for quantum tunnel-
ing is seen to be quite consistent with the results well
below T, ~ The agreement is not as good at intermediate
temperatures, where the behavior crosses over from
quantum tunneling to thermal activation. This may be
due to an interplay between the two mechanisms, which
has been ignored in deriving (10) and (12). The predic-
tions, (1) and (5), can also be made consistent with these
results for reasonable values of the parameters. Hence,
we again find that our results cannot be used to distin-
guish between predictions based on the frozen-
quasiparticle model, (10) and (12), and the functional
forms used in our previous analyses, (1) and (5).

Returning to Fig. 2, we see that for the 160 A sample
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FIG. 4. Resistance of a 265 A sample as a function of tem-
perature in the presence of a 7 GHz microwave field. The rela-
tive microwave intensities were, going from the lowest curve to
the highest, 1, 4, 10, 50, and 90.

The analogy with a particle moving in the potential
sketched in Fig. 1 suggests that our system should have
quantized energy levels. As noted above, the existence of
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such levels in Josephson junctions has been demonstrated
very nicely by experiments in which the junctions were
exposed to microwave radiation. ' In those experi-
ments, the usual resonance condition A~ =AE was
satisfied, where co is the microwave frequency and AE is
the level spacing. For our system the value of AE was
not known prior to the experiments described below. We
had hoped that AE would be of order &zL' or A~o ', since

~&L and ~o are the characteristic time scales in the prob-
lem. Both of these times diverge as T~ T„which would

imply that hE —+0 as T~T, . Hence, for a given value of
~ the resonance condition would always be satisfied at
some temperature. While in retrospect it does not appear
that this was the case for attainable distances from T„we
have nevertheless found that microwaves have a dramatic
effect on the behavior.

Figure 4 shows some results for R as a function of T at
low currents in the presence of 7 GHz radiation of
different intensities. The behavior at the lowest mi-
crowave intensity is quantitatively similar to that seen for
the 310 A sample in Fig. 2, as R rapidly approaches a
very small value below T, . However, as the microwave
intensity is increased, the behavior becomes quite
different. First, there are distinct resonantlike peaks in R
as a function of T. Second, R does not go to zero far
below T, ; measurements to lower temperatures (as low as
T/T, -0.15) indicate that R approaches a nonzero con-
stant (comparable to the values seen at the lowest temper-
atures in Fig. 4) as T~O. This behavior is very similar
to that seen for the 160 A sample in Fig. 2. In that case
we could not rule out the presence of nonsuperconduct-
ing regions. However, such regions are certainly not re-
sponsible for the results in Fig. 4, since without mi-

crowaves the resistance of this sample is negligible more
than about 0.2 K below T, . This suggests that the two

results have a similar explanation.
The effect of varying the microwave frequency is

shown in Fig. 5. Since the sample was located in a reso-
nant cavity, it was difFicult to maintain a constant mi-
crowave intensity as the frequency was changed. Here
we have adjusted the microwave intensity to obtain
roughly comparable values of R well below T, at the
different frequencies. Measurements at different mi-
crowave intensities yield similar results (i.e., Fig. 4). We
see from Fig. 5 that changing the frequency does change
the behavior somewhat, but from these and many other
measurements, it does not appear that the peaks in R are
systematic functions of frequency. For example, in Fig. 5
well-defined peaks are seen at T/T, -0.93 at both 7 and
10 GHz. In contrast, the peaks at this temperature with
co=8 and 9 GHz are not as well defined, although peaks
and "shoulders" are observed at other temperatures.

Figure 6 shows the effect of increasing the measuring
current, again in the presence of microwaves. It is seen
that for I ~ 2 pA the peak positions are essentially fixed,
but that at higher currents the various features, especially
the one at T/T, -O. g, shift somewhat to lower T.

Figures 4—6 clearly show that microwaves have a large
effect on the behavior, and the resonantlike peaks in R as
a function of T are clearly suggestive of quantized energy
levels. It is natural to suppose that the peaks in R occur
when Ace matches the energy-level spacing in a particular
well. If the population of an excited level were increased
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crowave fields of different frequencies, as indicated in the figure.
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FIG. 6. Resistance as a function of temperature with
0

different measuring currents for the 265 A sample considered in
Figs. 4 and 5. A microwave field with frequency 7 CxHz, and in-
tensity 4 on the scale of Fig. 4 was applied. Nonlinearities of
the V-I relation have been ignored here; we have simply plotted
V/I. The different curves have been offset vertically for clarity.
The values of the current were, going from the lowest curve to
the highest, 10, 2X10, 3X10 6, 4X10, 5X10, and
6X 10 A.
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through resonant absorption, the effective resistance
would also be increased, since the tunneling rate out of an
excited level would be higher than that from the ground
state. The level spacing is temperature dependent, so this
would lead to resonantlike behavior as a function of T,
like that seen in Figs. 4—6. However, the energy scales
involved are not consistent with such an explanation.
The microwave energy is A'co-5 X 10 ' erg. We argued
above that the energy-level spacing should be of order
&o ', which is of order 10 ' erg at typical temperatures
in Figs. 4—6, and thus much larger than Ace (note that
firoL is also much larger than Etc') Fu.rthermore, we will
see below that the V-I measurements independently im-
ply a level spacing comparable to Alro. Hence the mi-
crowave energy is an extremely poor match to the level
spacing at these temperatures, and it is hard to see why
the microwaves should have any effect at all. Neverthe-
less, microwaves clearly do have a large effect, and we
now consider other mechanisms which could be responsi-
ble.

The arguments in the previous paragraph tend to rule
out the importance of direct intrawell transitions. We
now consider several other explanations. Figure 7(a)
shows schematically the quantized levels in two adjacent
wells. As the temperature is varied, the well depth and
also the level spacing will change, and both will become
larger as T is decreased. If the system is in the ground
state of the higher lying well, then as T is lowered, the ex-
cited levels in the adjacent (lower) well will be swept past
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FICz. 7. (a) Schematic illustration of quantized levels in two
adjacent wells. (b) Schematic of the number of bound levels as a
function of T. The number of levels must, of course, be an in-
teger. Here we show a curve proportional to EFF&~o, (17). (c)
Schematic variation of the escape rate from level i as a function
of T. I; diverges when level i becomes unbound. (d) Schematic
of the total escape rate as a function of T.

P; -exp( E; /k~ T*) . — (16)

The system can leave level i by tunneling out of the well,
by relaxing to a lower level in the same well, or by ab-
sorbing microwaves and thereby being excited to a higher
level. The voltage will be determined by the tunneling
rate, and since the amplitude of the barrier seen by a level
will vary with T, the tunneling rate out of level i will vary
schematically as shown in Fig. 7(c). The total tunneling
rate I z will be a combination of these individual tunnel-
ing rates and the level occupancies, (16), with a result
qualitatively like that sketched in Fig. 7(d). The basic
idea is that I z. exhibits oscillations when a level leaves
(or enters) the well, i.e., when the number of bound levels
changes by one. Since R will be proportional to I z-, the

it. One will thus pass in and out of resonance for tunnel-
ing from the ground level as a function of T, leading to
peaks in R as a function of T. However, a problem with
this explanation is that the microwaves play no role, in
contrast to the experiments which clearly show that the
resonantlike behavior is only found when microwaves are
present. The fact that the resistance well below T, is ex-
tremely small without microwaves implies that the tun-
neling probability out of the ground level is very small
under these conditions. One might then suppose that the
main effect of the microwaves is to excite the system out
of the ground level, i.e. induce a signi6cant population in
the excited levels. The nonzero resistance seen in Figs.
4—6 would then be due to tunneling from these excited
levels, which would have smaller energy barriers, and
hence larger tunneling rates, than the ground level. In
this picture, the resonant tunneling would occur from the
excited levels in the upper well. A problem with this pro-
posal, though, is that the relative positions of the excited
levels in adjacent wells should not change with tempera-
ture.

These arguments suggest that an interwe11 process,
such as resonant tunneling, cannot give rise to the behav-
ior seen in Fig. 4. In addition, this conclusion is rein-
forced by the results in Fig. 6, which show that the peaks
in R versus T change very little as the measuring current
is varied in the range I 2 pA. Since varying the
measuring current shifts the position of a well relative to
adjacent ones, this would change the position of any in-
terwell resonances, but such a shift is not seen [from (14)
we estimate that the shifts for these currents should be
larger than observed in Fig. 6]. Let us therefore consider
if an intrawe11 process might be responsible. One possi-
bility involves the temperature dependence of the level
spectrum within a well. As T decreases, the well depth
AFFQ and the spacing of levels within a well &o

' both
increase. Since AI'„Q increases faster than A7p ', the
number of bound levels in a well will increase as T is
lowered, as indicated schematically in Fig. 7(b). The
effect of microwaves will be to increase the population of
the excited levels above what would be found in thermal
equilibrium. Since the microwave frequency is far off res-
onance, we will assume that this population is character-
ized by an effective temperature T*, so that the probabili-
ty ofbeing in level i is
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resistance will also display peaks like those in Fig. 7(d).
Of course, this argument is only qualitative, ' a quantita-
tive calculation would certainly be of great interest.
After we had arrived at this explanation of our results,
we learned of the work of Silvestrini, Ovchinnikov, and
Cristiano, which discusses, in a much more quantitative
manner, a very similar mechanism in the context of
Josephson junctions. Our experiments seem to be the
first to observe the sort of behavior predicted in Ref. 33.

This picture appears to be at least qualitatively con-
sistent with the experimental results. One could go a step
further in the analysis, and use a model potential to cal-
culate the rates I; and I T, but there is so much uncer-
tainty in the parameters characterizing the potential that
such a calculation does not seem worthwhile at this time.
However, this mechanism does imply that each peak in R
versus T (Fig. 4) corresponds to the addition of a bound
level as T decreases. The number of bound levels is, to a
first approximation, just

(13) using the energy barrier obtained from the behavior
of R near T, . ' Let us now consider the behavior at low
currents and voltages, Fig. 8(b). Here we observe pro-
nounced oscillations in V-I, both with and without mi-

0.3

0.2

0.1

gFFQ / jlro (17)

Near T, we have AF„&-(T,—T) ~, while

ro ' —( T, —T)', so the number of bound levels will tend
to zero as T~T„as assumed in Fig. 7. Using (6) and
(11) to evaluate (17), we find nL -40 at T/T, =0.8. The
experiments, Fig. 4, imply that the number of bound lev-
els should be —3, so the comparison is not terribly good.
However, the arguments which yield the level spacing are
only qualitative, so this discrepancy may be acceptable.
Moreover, in the analysis of the resistance at low
currents, Fig. 3, we found that (11) [in conjunction with
(2)j overestimated the free energy barrier by a factor of
about 4. In addition, we will find below that our V-I re-
sults imply a level spacing a factor of 3 larger than ob-
tained from the value of ro in (6). With these factors in-
cluded, our estimate for the number of levels in the well
becomes -3, which is much more consistent with the be-
havior seen in Fig. 4.

While the tunneling model is thus capable of explain-
ing the behavior of R -T with microwaves, the mesoscopic
fluctuations predicted by Spivak and Zyuzin could con-
ceivably lead to similar behavior. We will discuss that
model in more detail in the next section. Here we only
note one piece of evidence against such an explanation;
results quantitatively similar to those in Figs. 4—6 were
obtained with a number of other samples. In contrast,
mesoscopic fluctuations should be sample specific.
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C. V-I characteristics

Figure 8(a) shows some typical results for the VI-
characteristics for a wide range of I. The behavior is like
that expected for phase-slip centers. The fact that the
switch to the normal state occurs over a range of
—+25%%uo in I suggests a similar variation of the cross-
sectional area along the length of the sample. This is one
of the few experimental checks we have on the homo-
geneity of the samples, and the result seems quite accept-
able. The value of the efFective critical current obtained
from Fig. 8(a) is also consistent with that calculated from

FIG. 8. (a) V-I relation for a 275 A sample at high currents
at T=4.2 K. Here the current was swept up starting from
I =O. (b) Same, but now at low currents. For the lowest curve
the microwave intensity was zero, and the current was swept
down from high values where V&0 [for sweeps without mi-

crowaves in which the current was increased from zero, V did
not become different from zero until somewhat larger values of
I than those shown here; see (a)]. The relative intensities for the
other curves were (top to bottom) 10, 3, and 1. For the mea-
surements with microwaves present, identical results were found
for increasing and decreasing currents. The frequency was 7
GHz. The inset in (b) shows d V/dI for the V-I curve with a mi-

crowave intensity of X 1.
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crowaves. It can be seen that the behavior changes
smoothly with increasing microwave intensity. In partic-
ular, the locations of the oscillations move to slightly
lower currents (and voltages) with increasing intensity
(see Fig. 9). This may be due to some Joule heating from
the microwave field. The fact that the oscillations are
present without microwaves implies that they are not
caused by the microwaves. Similar results are observed
at other microwave frequencies (in the range accessible in
these experiments, 7—11 6Hz), and it does not appear
that the microwaves themselves are involved in any sort
of resonant process. The inset in Fig. 8(b) shows the
dV/dI for one of the V Icurv-es, and it is seen that the
spacing of the peaks in dV/dI decreases as I increases.
The peak locations vary continuously with temperature,
and the results for one sample are given in Fig. 9(a),
which shows the currents at which the first three peaks
occur, in the limit of low microwave intensity. Figure
9(b) shows corresponding results for the voltages at
which the peaks occur. These quantities are all seen to
approach zero as T~T, .

Let us now consider how the V-I results can be under-
stood, beginning with the tunneling model. As already
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FIG. 9. (a) Current at which peaks in dV/dI occur, as a
0

function of T, for the 275 A sample, considered in Fig. 8. The
symbols correspond to the first peak ~, second peak o, and
third peak ~ . (b) Same as (a), but here the corresponding volt-
ages are plotted.

noted, the results indicate that the microwaves do not
cause the oscillations. We assume again that the main
role of the microwaves is to increase the populations of
the higher levels, and hence make tunneling or thermal
activation more likely. We first consider intrawell pro-
cesses. To explain the E, -T results, we invoked an in-
trawell effect involving changes in the number of bound
levels in a well as a function of T. If T is fixed and I is in-
creased (as in the V Im-easurements), the number of
bound levels will decrease as the well is tipped more and
more (Fig. 1). From the arguments associated with Fig. 7
we would therefore expect features in the V-I relation
whenever a level is pushed out of the well. However, this
explanation seems to have a problem explaining the re-
sults for the peak positions in Fig. 9. According to this
model, the first few peaks in dV/dI (i.e. , at the lowest
currents) correspond to levels which were initially at the
top of the well. For a harmonic well, the levels will all be
evenly spaced with current, but in our case the potential
will be slightly anharmonic, which should cause the level
spacing to be smaller at the top of the well. The levels
which are pushed out of the well first should therefore be
more closely spaced than the levels which are pushed out
at higher currents. Since the tipping of the well is pro-
portional to I [see (14)], this implies that the spacing of
the oscillations as a function of I should be smaller at low
currents. However, Fig. 9 shows just the opposite; the
spacing of the peaks is larger at small I. We therefore do
not believe that this intrawell effect is responsible for the
behavior of V-I, but a quantitative calculation of the level
spectrum as a function of I is needed before this explana-
tion can be completely ruled out.

We next consider an interwell effect, which is essential-
ly just resonant tunneling. As discussed above, increas-
ing I will sweep the levels in one well past those in an ad-
jacent well, thus sweeping through resonant and non-
resonant conditions. According to this model, the first
peak in dV/dI occurs when the second level in one well
is coincident in energy with the lowest level in the neigh-
boring well, etc. , for the second, third, etc. , peaks.
Hence, by the above arguments, the spacing of the peaks
should be largest for the peaks at lowest I, since they
probe the locations of the lowest-lying levels. The shift of
the potential with current is given by (14), so we can com-
pare the experimental peak locations with the estimated
energy-level spacing Avp . At the temperature in Fig.
8(b), the first peak occurs at I=5 AuA, which from (14)
corresponds to 1 X 10 ' erg. This compares fairly well
with the value of Piro [obtained from (6)j, which is
3 X 10 ' erg at this temperature. Hence this model
seems at least roughly consistent with the experiments.
Of course, it would be of great interest to verify theoreti-
cally that the level spacing should really be of order A~p ',
as our results seem to imply; this calculation has not yet
been performed. Moreover, if the shape of the potential
is known accurately enough, it should be possible to cal-
culate the effect of anharmonicity on the level spacing,
and compare in more detail with the results in Fig. 9.

Let us now consider other possible explanations of the
V-I results. The mesoscopic effects considered by Spivak
and Zyuzin lead to Auctuations in the critical current
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which we estimate to be of order a few percent for our
samples. Given the uncertainties, this is at least con-
sistent with the size of the oscillations seen in V-I. How-
ever, the very regular spacing seen in Figs. 8(b) and 9,
and also the fact that other samples exhibit quantitatively
similar results, would seem to rule out sample specific
fluctuations like those expected from mesoscopic effects.
Nevertheless, such mesoscopic fluctuations should be
present at some level, and it would be interesting to try to
observe them.

Another possible explanation involves charging effects
arising from the assumed formation of tunnel junctions
along the length of our samples. A difficulty in explain-
ing our results in this manner is that, so far as we can tell,
charging models predict that the features in V-I should
occur at energies, i.e., voltages, which are temperature in-
dependent, since they would then be just a geometrical

effect arising from the junction capacitance. From Fig.
9(b) we see that the V Ife-atures are strongly temperature
dependent. Moreover, at a given temperature, we would
expect charging effects to lead to a "staircaselike" struc-
ture which is evenly spaced in V. Figure 9(b) shows that
the peak spacing as a function V is far from constant. Fi-
nally, the rough estimate of the capacitance given in Sec.
II yields a much larger characteristic voltage for charging
effects (by more than an order of magnitude) than that
seen experimentally. We therefore conclude that the
charging model is not consistent with our results for the
relatively large samples we have considered to this point.
However, we will argue below that charging may be im-
portant in our smallest samples. It is also interesting to
note that the phase-slip model does, in a sense, involve a
kind of charging effect, since during a phase-slip event
the current must be carried by the quasiparticles, with a
resultant spatial buildup of charge.
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D. Effect of a magnetic Beld

Figure 10(a) shows results for the resistive transition in
the presence of a magnetic field. It can be seen that a
field simply shifts the transition to lower temperatures,
with no appreciable change in the form of R as a function
of T. Figure 10(b) shows the effective critical field H,~
[not to be confused with the bulk critical field H, intro-
duced in connection with (2)] as a function of T. Here we
have taken T, to be the value of T at which R is half the
normal-state value; since the R-T curves all have the
same shape, any other criteria would yield similar results
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FIG. 10. (a) Resistance as a function of T with H=0 and
H=—0.88 T, for the 275 A sample considered in Figs. 8 and 9.
The magnetic field was applied parallel to the sample. No mi-
crowave field was applied. (b) H,& as a function of T. The solid
curve is a guide to the eye.

0
FIG. 11. Resistance as a function of T for the 275 A sample

considered in Figs. 8 —10, with both a magnetic field and a mi-
crowave field present. () H=0. 8 T, with microwaves; (o)
H=O, with microwaves; (0) H=0. 6 T, with microwaves; (0)
H=0. 8 T, no microwaves. The microwave frequency was 7
GHz, and the intensity was 4 on the scale of Fig. 4. The solid
curves are guides to the eye.
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for the variation of K,z with temperature. There is a
large enhancement of K,z above the thermodynamic crit-
ical field (which is 0.08 T at T =0), as expected from the
small size of the system. Estimates from Ginzburg-
Landau theory yield critical 6elds which are within a
factor of 2 of the values we observe. This prediction de-
pends on the value of the elastic mean free path, and on
the detailed shape of the sample, so this level of agree-
ment seems reasonable.

Figure 11 shows results for R as a function of T in the
presence of both microwaves and a magnetic field. The
latter clearly has a large effect on the resonant peaks in
R-T. It is not clear at present if this can be accounted for
using the model discussed in connection with Fig. 4.
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FIG. 12. V-I characteristics for a 155 A sample at T =6.00,
3.99, 2.92, and 1.38 K (bottom to top). For clarity, the curves
have been offset vertically. The inset shows dV/dI at 1.38 K.
The smooth curve is a guide to the eye.

E.Behavior of extremely small samples

In a previous report, ' we presented results for samples
somewhat smaller than those considered above. A
surprising aspect of those results was that at low temper-
atures the resistance at low currents was larger than the
normal-state value. This is illustrated in Fig. 12 which
shows the V-I characteristics for a 155 A sample at
several temperatures. It is seen that d V/dI becomes very
large as I~0, and the effect is enhanced as the tempera-
ture is reduced. In addition, there are oscillations in the
V-I relation which are quite similar to those seen above
in Fig. 8(b). It is not clear why only one or two oscilla-
tions are seen in Fig. 12, but it may have been due to
insufficient sensitivity in these measurements.

In Fig. 13 we show results for V-I for an 80 A sample,
our smallest sample to date. Many oscillations are evi-
dent here, and the large differential resistance near I=0,

I (nA)

FIG. 13. Same as Fig. 12, but for an 80 A sample at T =6.02,
4.52, 3.82, 2.68, and 1.36 K (bottom to top). For clarity, the
curves have been offset vertically. The inset shows dV/dI at
1.36 K. Note that the vertical scale of the inset is logarithmic.
The solid curve is a guide to the eye.

especially at the lowest temperature, is even more ap-
parent. The oscillations seen in Figs. 12 and 13 are cer-
tainly similar to those seen in the larger samples, Fig.
8(b), and may therefore have a similar origin. However,
the large value of dV/dI at low currents is also quite
striking. We previously proposed' that this could be be
due to some sort of coherent (i.e., Bloch-like) state com-
posed of the ground levels of several wells. However, a
difficulty with this explanation is that the interlevel cou-
pling, i.e., overlap, must be large for such states to
form. The fact that many oscillations are seen in Fig. 13
imply that there are many levels in each well, and hence
that the overlap of the ground levels must be quite
small. Another explanation of this behavior has been
suggested by Zwerger, who has shown that a sort of
competition between dissipation and the quantum nature
of the effective "particle" can lead to a localization tran-
sition at T =0. It also gives rise to the possibility of a
nonmonotonic variation of the resistance as a function of
both voltage and temperature. In our discussions to this
point we have ignored such effects. A completely
different explanation in terms of charging also seems
plausible. Unlike with the larger samples [i.e., Fig. 8(b)],
the levels in Fig. 13 are not far from being evenly spaced
in V. Moreover, the large d V/dI near I =0 would be ex-
pected from a Coulomb blockade effect. Problems with
granularity will be more severe with the extremely small
samples considered in Figs. 12 and 13, and such an ex-
planation seems much more likely than in the case of the
larger samples considered in previous sections. However,
the estimated charging energy is still somewhat larger
than observed, so this explanation is not entirely satisfac-
tory.
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V. DISCUSSION

In this paper we have presented a number of new re-
su1ts concerning dissipation in one-dimensional supercon-
ductors. The majority of our previous results in this
area could be explained in terms of the LA-MH
theory, and simpjie extensions to include quantum phase
slip (i.e., MQT). We have shown here that the same re-
sults are consistent with the frozen-quasiparticle model,
and that the experimental results to date are not able to
distinguish between the different predictions. A number
of the results presented here seem also to require the ex-
istence of quantized levels within the Ginzburg-Landau
potential well. While it appears possible to account for
many aspects of our results in terms of quantized levels,
most of our arguments are extremely qualitative. A more
complete theoretical treatment is needed, and the recent
development of the frozen-quasiparticle model is certain-
ly a major step in that direction.

In our analysis we have also tried to give a careful
comparison with other possible explanations. We do not
believe that explanations in terms of charging effects can
account for the bulk of our results, although they may be
important in our smallest samples (Figs. 12 and 13). The
predicted size of the mesoscopic fluctuations is not far
from our sensitivity, and we expect that they should be
observable under the right conditions.

As we have tried to emphasize throughout this paper,

the evidence in favor of the quantum-phase-slip model is
by no means overwhelming, especially since a quantita-
tive theory of this process is only now emerging. Howev-
er, at present this model seems to provide the most plau-
sible explanation of the main body of our results. In par-
ticular, it is dificult to see how any thermal activation-
type model could account for the behavior of the low-
current resistance of our smaller samples (Figs. 2 and 3).
Our interpretation of the effects of microwaves on the
resistance (Figs. 4—6), and of the the V Ire-suits, in terms
of quantized levels is also somewhat speculative. Howev-
er, if one accepts the quantum tunneling model, it is hard
to see how our results could be explained without assum-
ing the existence of quantized levels. In any event, this
problem certainly seems deserving of further study.
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