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Silver-ion disorder in a-AgI: A computer simulation study
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Computer simulation studies of the superionic conducting a phase of AgI are described, which
focus on the degree of disorder of the silver ions and the interpretation of experiments that refiect
this property. Calculations of the diffuse x-ray scattering and of the Raman spectrum are compared
with experimental data. The predictions of two theoretical schemes, which have sought to describe
possible ordering phenomena of the silver ions, are critically examined.

I. INTRODUCTION

The ion-conducting a phase of AgI has been extensive-
ly studied experimentally, ' theoretically, and by
computer simulation. ' ' In this work we shall extend
previous computer simulation analyses and examine vari-
ous experimental results and theoretical predictions that
bear upon the nature of the disorder of the silver in this
phase. We shall make use of a potential model due to
Rahman, Vashishta, and Parrinello (RVP), ' which has
successfully reproduced many properties of this materi-

11,12

The o. phase is the stable phase of AgI between 420 and
830 K at normal pressure. The structure of the system
can be understood as a bcc lattice of iodine ions with the
silver cations occupying interstitial tetrahedral (Td)
sites. " There are six such sites for each I and the Td
sites can be regarded as forming six interpenetrating bcc
sublattices. The Ag+ ions are disordered over these sub-
lattices. The ionic conduction mechanism involves the
transport of silver ions in the stationary bcc iodine sub-
lattice. The silver mobility is high, the diffusion
coefficient has a value comparable to that of a normal
liquid. Computer simulations with RVP potentials indi-
cate' that the silver-ion motion involves migration be-
tween adjacent Td sites along the [110] direction of the
crystal. These results are in good quantitative agreement
with inelastic neutron-scattering data. The calculated
mobility is in very good agreement with experiment. '

At low temperature and normal pressure, AgI under-
goes a transition to a 13 phase which does not show ionic
conduction. This phase has a wurtzite crystal structure,
which can be viewed as an ordered crystal consisting of a
hexagonal lattice of iodines with the silvers occupying in-
terstitial sites of the tetrahedral symmetry. In contrast to
the a phase, only a single sublattice of Td sites is occu-
pied in this crystal. A constant-stress molecular-

dynamics simulation using the RVP potential gave the
ct~P transition close to the correct temperature. ' More
recently, Tallonl" has conducted an extensive survey of
the phase diagram predicted by the RVP potential. He
has shown that it reproduces all the known phases of AgI
with phase boundaries very close to the experimental
ones.

A more detailed examination of the Ag structure in
the a phase is of interest because several observations
suggest that a considerable degree of order exists. At the
macroscopic level, it has been argued from the entropy
change' associated with the a~P transition that the
Ag+ ions are not randomly disposed on Td sites. Some
heat-capacity' data has suggested the existence of a
weak first-order transition within the a phase at a tem-
perature of about 700 K associated with a change in the
degree of silver order. Raman-scattering measurements
show strong temperature-dependent changes in intensity
and depolarization ratio' ' in the same temperature
range and these have been interpreted as due to changes
in the local order of the silver ions around the iodines,
within a specific model. Changes in the silver order
should infIuence the diffuse x-ray-scattering patterns
which have been extensively studied by Cava and co-
workers. '

Given the success of the RVP potential in reproducing
the phase diagram, the mobility and the neutron-
scattering data, it seems of interest to compare the Ag+
ion structures predicted by this potential model with the
experimental quantities which bear upon the Ag+ ion
disorder. Talion" has already shown that the thermo-
dynamic quantities calculated in the a phase at zero pres-
sure are consistent with the existence of an order-disorder
transition at a temperature close to the experimenta11y
observed Raman and heat-capacity anomalies.

A further motive for studying the silver-ion order is to
understand its relationship (if any) to the structural phase
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transitions of the iodine lattice. It seems plausible to sug-
gest that the reorganization of the iodine lattice from bcc
to hexagonal at the a~P transition occurs because the
former becomes unstable as the silver ions become pro-
gressively more ordered on the interstitital sublattices.
Again, we know from the RVP (Ref. 10) and Talion"
work that the potential is capable of reproducing this
transition.

Several theoretical models have been proposed to de-
scribe effects of the partial ordering of the Ag+ ions. The
most sophisticated of these is due to Szabo, who treated
the interactions of the Ag+ ions on the Td sites with a
lattice-gas model with the topology of six interpenetrat-
ing bcc sublattices and nearest-neighbor and next-
nearest-neighbor interactions. Within a mean-field
analysis, he showed that a rich variety of transitions be-
tween more or less ordered phases could occur in the
model system, and suggested that the heat-capacity and
Raman anomalies could be interpreted in these terms.

Our objective in this work is to analyze the silver disor-
der predicted by the RVP potential, to correlate this in-
formation with what is observed experimentally, and to
critically examine the predictions of the theoretical mod-
els in the light of the simulation results.

II. SIMULATION METHODS

We have performed molecular-dynamics simulations
using the standard constant volume, constant density,
constant-energy (NVE) ensemble, with cubic periodic
boundary conditions. We make use of the Beeman algo-
rithm. ' The potential used (RVP) is based on the idea
discussed by Rahman and Vashishta in Ref. 10(a), with
the parameters used in the succeeding paper by Rahman,
Vashishta, and Parrinello. ' ' ' An Ewald summation is
used to treat the Coulombic interactions. ' Runs have
been performed on systems containing 500, 864, and 1372
ions at various temperatures. In the data presented here,
the lattice parameters have been kept fixed at a value of
5.256 A, a value originally obtained from the experimen-
tal density close to the a~P transition and used in Ref.
12. This corresponds to a molar volume of 43.6 cm .
Other runs were done at molar volumes as high as 48 cm
with little effect on the results. Because of the constant
density and the cubic simulation cell, both melting and
the a~)33 phase transition will be suppressed in our cal-
culations. A time step of 0.4997X10 ' sec was used in
all runs. Systems were equilibrated for 5000 steps (with a
run at one temperature starting from the final
configuration of another) and statistics gathered for
15 000 steps.

III. COMPARISON
%'ITH X-RAY-SCATTERING EXPERIMENTS

& ii(Q)=& &*(Q)&p(Q)) . (2)

The total intensity of x-ray scattering by the crystal is
given by

S"'«)=S~s~s(Q)+2~~si«)+Sii(Q»
where

(Q) gives the amplitude of scattering by species a at
scattering vector Q:

Q= (l„l,/, ),
na

(4)

where a is the unit-cell length of the crystal, n is the num-
ber of unit cells along a given direction of the primitive
simulation cell (n =5 for N =500 ions, n =6 for N =864,
etc.), and I,l, l, are integers.

The total scattering contains contributions from the
average structure of the systems which is responsible for
the Bragg scattering,

(5)

and from diffuse scattering, which is due to thermal and
structural disorder,

ydalir(

Q }=g t+t( Q )
——g B~~ss( Q )

1
(6)

Note that Bragg scattering is allowed only at Q values
corresponding to the reciprocal-lattice positions for
which I +l +I, is an even integer, in a bcc crystal. We
have calculated the diffuse scattering at 500 K in the
planes (HKO) [i.e. , Q= 2'/(na)(H, K, O) ], (HK1), and
(HK2), where experimental results are available due to
Cava and co-workers. 1

A comparison between the simulation and experimen-
tal results for (HKO) plane is shown in Fig. l. In general
terms, the simulation reproduces the experimental
features in a very satisfactory way with the diffuse
scattering appearing as [110]-type streaks between neigh-
boring Bragg refIections. ' Similar good agreement is also
found for the (HK1) and (HK2) planes for which we show
relief plots in Fig. 2. At this qualitative level the simula-
tion reproduces the ionic disorder as sensed by the
scattering experiments.

On closer examination some difFerences between the
experimental and simulation contour plots are apparent.
In the experimental data the maxima of the diffuse
scattering occur at the Bragg peak positions whereas the
maxima in the calculated patterns are slightly displaced
from the Bragg positions (compare, for example, the con-
tours in the vicinity of [200] in Fig. 1). These differences
could be attributable to the fact that our calculations are
performed on a grid of limited resolution because of the
periodic boundary conditions. The contours are plotted
from a 28 X 28 grid of data points (taken from a run on
1372 particles) which are then interpolated onto an
84X 84 grid. This finer mesh is that illustrated in Fig. 2.
Similar plots are found from runs with other (smaller)
system sizes and using larger and smaller interpolation
meshes. Alternatively, the differences could arise from

& (Q) = g f (Q)e'o'",
Qx

where f (Q) is the appropriate form factor, given in Ref.
20. Since, in the simulations, we employ periodic bound-
ary conditions, we may only calculate the scattering in-
tensity at points which satisfy
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FIG. 1. A comparison of the calculated diffuse x-ray scatter-
ing at 500 K from Eq. (6) for the (H, E,O) plane (on the left) with
the experimental data of Cava et a1. from Ref. 1.

FIG. 2. Relief plots of the calculated diffuse x-ray scattering
for the (H, A", 1) and (H, K, 2) planes at 500 K.

the way that the experimental data is obtained. Since
only the total intensity can be observed experimentally,
the diffuse scattering close to the Bragg positions must be
obtained by extrapolating the diffuse background to the
Bragg position. According to the simulation (as best ap-
preciated from Fig. 2), the Bragg position is a local
minimum for the diffuse scattering. It is difIIcult to see
how the experimental extrapolation procedure can take
this possibility into account.

The simulated total scattering shows numerous
features away from the planes which contain the Bragg
peaks. In Fig. 3 (lowest curve) we show the total scatter-
ing along the direction [111],calculated from the 500 K
run. The figure shows quite sharp features away from the
Bragg peaks which, at first sight, could suggest that the
crystal contains longer-wavelength density modulations
than simple bcc. However, these peaks do not arise from
a static order because they do not appear in the S "g,

which measures the average structure of the system.
They arise, in fact, from thermal diffuse scattering due to
the anomalously soft nature of the phonons of the iodine
lattice for certain K values in the Brillouin zone. For a
harmonic crystal, the thermal diffuse scattering may be
written" as

iG, (Q, K)i'
S ' (Q) ~ g g 5(Q+K —r)

co~ (K)
(7)

where coj(K) is the frequency of a phonon in branch j
with wave vector K, G (Q, K) is the amplitude with
which it contributes to the x-ray scattering„and v is the
reciprocal-lattice vector. If a phonon with wave vector
K is soft [i.e., co (K)~0], then peaks will be seen in
S ' (Q) at points where Q=r+K, i.e., as side bands
about the Bragg peaks. The structure along the [111]
direction can thus be explained as due to a low-frequency
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&~a(~) =

f e ' '(v'(t) v'(0) &dt =p(co),
0

Mazzacurati et al. ' From two wave numbers upwards,
the shapes of the polarized Z ( FF)Z and depolarized
Z(XF)Z spectra are the same and closely related to the
one-phonon density of states (DOS) of the I sublattice.
This similarity emerges when the observed spectra
I~It(itt), where 3 and 8 denote the polarizations of the in-
cident and scattered radiation (A =8 =F is polarized
scattering, and 2 =X, B = P is depolarized) are reduced
[R ~s(ru)] by removal of the Bose factor

(9)
n (co)+1

The silver and iodine "densities of states" are obtained
from simulation as the spectral densities of the velocity
autocorrelation functions of the ions,

where v'(t) is the velocity of ion i . Results at 500 and
900 K are shown in Fig. 5. The experimental reduced
Raman spectra at 443 and 583 K are shown as an inset.

Mazzacurati et aI. ' ' have interpreted the observa-
tion that the light-scattering spectrum resembles the
iodine DOS to mean that the I ions act as incoherent
scattering centers. The silver ions induce a change in the
polarizability of each I ion whose value depends upon
the local configuration of the silver ions. This induced
polarizability has a random component because of the
disorder of the local configurations, and hence the
scattering is incoherent. The scattering by the silver ions
themselves is much smaller due to the lower cation polar-
izability and is expected to occur at low frequency. This
mechanism may be summarized in the following equa-
tions. The light-scattering spectra are given by

(~)—](~ e
— R Rt e k [R k i )J R Rt eik [R k te)i)«~ ~ABe

Q~O 0 I

o. AB is a component of the instantaneous value of the polarizability of iodine ion i, R is the equilibrium lattice position
of ion i, and u is the instantaneous displacement, and the sum runs only over the iodine ions (because the silver contri-
bution is presumed negligible). k is the scattering vector of the light and the k~0 limit is appropriate because of the
long wavelength of the light.

The polarizability consists of an average value a and a fiuctuating part g, induced by interaction with the silver ions,

+AS +~AS +CAB (12)

where 6AB is the Kroiiecker 5. The expression for the light-scattering spectrum then becomes
r

ka R e k't ( )
— (et] ' i

' + R ii (i)ii (0)e k[ (l (Ql] t

)~ ~AB ~AB
l,j I,j

(13)

where we have neglected terms which are odd in g. The first term will contribute as Brillouin scattering associated
with acoustic phonons of wave vector k if the lattice symmetry permits. This wiH occur at very low frequency. Our
concern is the "Raman" scattering from the second term. This will reAect the relative motion of the silver and iodine
ions through the time dependence of g„z(t). We may simplify this term by noting that any correlation which exists be-
tween the g'„s(t)'s will be much shorter range than k so that both exponential factors may be replaced by unity,

tee '"= J «e '"(Xt'ee(]C'Re[0)) .
E& J

(14)

If, in fact, the values of the P„It(t) on diA'erent sites are completely uncorrelated, the spectrum will become "in-
coherent, "

IRaman Iinc dr e
—ic)t( gl (r g 1 (0) &AB p AB y AB AB (15)

The Bose-factor reduced incoherent spectrum may be related to the density of states in the following way: we note that,
at low frequency,

a2
&~a(~)=

k
I~a(~)=

k
-- f e '",&k~a(r4'~a(0)&« .

kB TQ) O (jt 2

The induced polarizability of an iodine ion will depend on the distance between the neighboring silver ions so that

(16)

g
k~s(r) X (vl vv)' kwa( ) k

Bra+

where the sum over v runs over the Ag neighbors of iodine j. and the r& are their positions relative to the iodine ion.
Consequently, we may write

t('et't(et) j e ' ' Z[vt(t) —v„(i)] t (t)Z [ve,e(0]—v„(0)].
0

t'ee(0))
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For this expression to reduce to the iodine density of
states, as suggested by Mazzacurati et al. , ' it is neces-
sary for the only significant frequency dependence to
arise from the iodine velocity correlations, i.e., the silver
ions are to be considered stationary on the time scale of
interest and the time dependence of g'„s(t) is to be
neglected. We would then obtain

R ~m~(CO) ~ —p(CO), (19}

where

K'p=K05 p+ g A (r")o p
i CAg

+ g B(r')[3r'~rp 5p] —.
i GAg

(21)

The model represents the anion polarizability as the in-
verse of a force-constant matrix (as in the Drude model
of the polarizability). The force constant depends on the
positions of the neighboring Ag+ ions. This rejects the
resistance to the polarization of the electron c1oud due to
the confinement by the local coordination of the cations
about the anions. The functions A and 8 control the
isotropic and anisotropic fluctuations in this con6ning
potential. These functions are short ranged, so that only
the first coordination shell of cation neighbors contrib-
utes to the interaction-induced polarizability of the
anion. For the AgI calculations we used

A (r,j. ) =0.0024e

8 (r;J ) =0.002 03e

(22)

(23)

where the numerical values are in atomic units (a.u.). We
take o., the Ag+-I interionic separation, to be just
smaller than the first peak in the Ag+ -I pair-
distribution function, where we find a value of 2.4 A, and
Ko =0.033 27 (a.u. ) '. The values of the prefactors and

which is the result obtained by Mazzacurati et al. ' '
Similar approximations have been used to discuss the
shapes of Raman spectra of liquids.

It is of interest to use the simulation to see to what ex-
tent this sequence of approximations may be justified. In
order to do this we need a model for the interaction-
induced polarizability. Recently interaction-induced po-
larizabilities in ionic crystals have been studied using
ab initio electronic structure calculations, ' and the
spectrum calculated from them, using simulation
methods, shown to be in quantitative agreement with the
experimental Raman spectra for the lighter alkali
halides. ' Unfortunately, we cannot carry out this type
of calculation for Agl as the ions contain too many elec-
trons. However, we can make use of the conclusions of
the alkali-halide studies, in a qualitative way, to guide us
in the development of a useful model. It is found that the
spectral shape is dominated by a short-range,
interaction-induced contribution to the anion polarizabil-
ity. This may be represented, for the reasons discussed in
Ref. 29, by the form

(20)

exponents are the ones used to represent the Cl ion po-
larizability in NaC1. The polarizability model is not be-
ing used in an attempt to specifically model the AgI be-
havior, rather as a physica11y reasonable generic model
for the anion polarizability which we can use to judge the
validity of the approximations introduced to relate the
light-scattering spectra to the iodine DOS.

We have calculated the three independent contribu-
tions (in a cubic crystal ) to the light-scattering spec-
trum, Iz' '"(co), I„' '"(co), and I~' '"(co), [see Eq. (14)].
The isotropic scattering, I~ ' '" is caused by Auctuations
in the trace of g', the diagonal anisotropic term I~' '" by

the ffuctuations in g'rr —
—,'trg, and the off'-diagonal aniso-

tropic term Iz' '" by g~~. The isotropic spectrum

rejects the breathing motion of the cation coordination
she11, whereas the anisotropic spectra reAect changes in
its shape. We have also calculated their incoherent coun-
terparts, from Eq. (15), and the Bose-reduced spectra
g Raman(

) g inc(

%'ith these spectra we can examine the approximate re-
lationship in Eq. (15), which rests on the assumption that
the loca1 silver configurations about di6'erent iodines are
uncorrelated. The fu11 Raman spectra and their in-
coherent counterparts are compared in Figs. 6 and 7.
The full Raman spectra are considerably noisier than the
incoherent ones (as is normally the case for collective
correlation functions); they contain small bumps which
are due purely to poor statistics. Within this limitation,
however, it can be seen that Raman and incoherent spec-
tra resemble each other quite closely, both in overa11
shape and in intensity. The simulation results with the
model polarizability support the approximation in Eq.
(15).

The reduced anisotropic spectral shapes agree extreme-
ly well with the experimental ones (see inset to Fig. 5).
Both the low- and high-frequency bumps are found at the
correct frequencies and the relative intensities change
with temperature in qualitatively the same way as found
experimentally. It would seem that the ad hoc polariza-
bility mode1 we have used does contain the important fac-
tors which determine the line shape. However, not
surprisingly, the relative intensities of the Iz ' '"(co),
I~' '"(co), and I„' '"(co) are not in accord with the ex-

periment, as we sha11 see.
We may also compare the simulated spectrum with the

suggestion of Mazzacurati et al. ' ' that the reduced
spectrum should resemble the iodine density of states di-
vided by frequency [Eq. (19)]. In fact, the simulated re-
duced spectrum is seen to be much closer to the iodine
DOS itself, as may be seen from Fig. 5. The high-
frequency bump can be recognized immediately, but
when the DOS is divided by frequency [Eq. (19)], the am-
plitude of the low-frequency bump becomes far more
prominent than is seen in either the simulated or experi-
mental reduced spectrum.

As stated above, in order to obtain Eq. (19}we must
apply some severe approximations to Eq. (18). The
silver-ion motion must be neglected as must cross corre-
lations between the silver and iodine velocities. In fact,
as Fig. 5 shows, the silver-ion DOS has its maximum in
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the same frequency range as the low-frequency bump in
the iodine DOS—showing that the silver-ion motion can-
not be neglected in discussing the spectrum in this re-
gime. A better model for the shape of R ~e(cu) at low fre-
quency might be to assume that the motion of an iodine
ion is highly correlated with that of its silver neighbors,
the silver ions are able to follow the lotu frequency iodine
motions (cf. the discussion of the thermal diffuse x-ray
scattering), resulting in a small relatiue velocity. In this
way, the amplitude of the reduced spectrum at low fre-
quency predicted by Eq. (18) would be lower than that
predicted by the iodine DOS alone. At high-frequency
the silver ions are unable to follow the velocity Auctua-
tions of their neighboring iodine and the neglect of the
silver-ion motion is appropriate.

V. LIGHT SCATTERING:
INTENSITY AND POLARIZATION RATIO

The isotropic and anisotropic spectrum are related to
the observed polarized and depolarized ones by

Irr(cu) =II(cu)+ ', I„(to)— (24)

and

I~&(cu)=I& (co) . (25)

Experimentally, it is found that the depolarization ratio
(Izr/Irr) is frequency independent (from 20—200 cm
and very large, having a value of 1 at low temperature to
0.7 near the melting point). ' As we have seen from the
simulation, the isotropic spectrum appears to have a
different shape to the ansiotropic ones, which are quite
similar. Hence, the only way the depolarization ratio can
be frequency independent and as large as observed is if
the intensity of the isotropic spectrum is much lower
than that of the anisotropic ones. This is not the case for
the ad hoc polarizability model, as Figs. 6 and 7 show.
However, the model could easily be adjusted to bring the
predictions into better agreement with experiment; re-
ducing the amplitude of the (breathing) A (r,~) factor rela-
tive to the B (r, ) will bring about a corresponding reduc-
tion in the intensity of the isotropic spectrum relative to
the anisotropic without compromising the good agree-
ment of shape. With this modification, the calculated
depolarization ratio rejects the ratio of the two aniso-
tropic spectra and becomes roughly constant, with a
value of 0.7 at SOO and 900 K. This value is lower than
the experimental value at 500 K. The two anisotropic
spectra reAect fluctuations of different symmetry in the
local coordination structure around the anion. In Iz &

we
see the fluctuations (of E symmetry) in g'rr —

—,'trg', i.e.,
deformations along the [010] direction (towards the face
of the cubic cell in which each I is located). In I„2 we
see the (T2s symmetry) tluctuations in gxr caused by de-
formation along the [110] direction. The similar shapes
of Rz (co) and R„(cu) (in experiment and simulation)

1 "2
show that these fluctuations are dynamically equivalent.
Their roughly equal intensities in the simulation (Figs. 6
and 7) suggest that the probability of the two types of
fluctuation are roughly equal in the simulated structures

at both 500 and 900 K (i.e., fluctuations in all directions
are equally likely). However, the magnitude of the exper-
imental depolarization ratio behaves somewhat dif-
ferently. At low temperatures it takes on a value close to
unity. This shows that I~ =—', I~ and suggests that the

Tzg Auctuations are slightly more probable. Between 650
and 700 K the depolarization ratio shows a rapid drop
from 1 to 0.7 (i.e. the simulation value) at which it
remains up to the melting point. It is possible that the
discrepancy between the experiment and the simulation
with regard to the depolarization ratio is due to the po-
larizability model, or it could be that the different ampli-
tudes of the Eg and T2~ Auctuations reAect an aspect of
the silver-ion motion which is not reproduced in the
simulation.

The change in depolarization ratio found in the experi-
ments is accompanied by a--sharp decrease in the intensi-
ties of the reduced spectra. ' As is clear from Figs. 6
and 7, the calculated spectra do not show this behavior.
We believe that the fact that we have found a roughly
constant depolarization ratio and intensity over a range
of temperature in which this quantity exhibits significant
changes in the experiments could be connected to the fact
that we carried out the simulations at constant density.
Talion's simulations show that the density we have used
would correspond to a very high pressure at the tempera-
ture at which the Raman and heat-capacity anomalies are
observed. " Further investigations on this point are
currently underway.

VI. LIGHT SCATTERING
AND THE SILVER-ION DISORDER

In order to explain the temperature dependence of the
Raman intensity and depolarization ratio, Mazzacurati
et al. ' considered various possible local configurations
of the silver ions and the way in which they could con-
tribute to the spectra. In our terms, they sought to ac-
count for the amplitude of the fluctuations of different
symmetry through the introduction of several distorted
coordination structures.

An ideally coordinated I ion (four silver teterahedral-
ly disposed around the iodine) simply has the mean polar-
izability and hence does not contribute to the spectra. It
was shown that two possible distorted configurations in-
volving three- and five-fold coordination of silver around
iodine could cause large changes in the off-diagonal ele-
ments of g' and, hence, give rise to a depolarized spec-
trum. A simple model for the energy of these defects sug-
gested that they are thermally accessible. The tempera-
ture dependence of the intensity and depolarization ratio
was therefore explained as a rapid decrease of the number
of 3 and 5 coordinated iodines between 650 and 700 K.
In order to account for the counterintuitive idea that the
number of "defects" decreases as the temperature in-
creases, it was suggested that the 3- and 5-coordinate
iodines might be involved in some kind of cooperative in-
teraction. Since 700 K is also the temperature at which
the heat-capacity anomaly was observed, ' it was argued
that these phenomena might be linked.

We have examined this idea in the computer simula-
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tion. The coordination number p; of the I ion is found
from

2.0—

900 K—[(r' —cr)/d ]
1

jEAg
(26) 1.5—

35' 44-

0 0
where 0.=2.7 A and 6=1.2 A. The exponential func-
tion gives a number very close to one if j is within a coor-
dination shell of iodine (i.e., lies within the first peak of
the iodine silver pair-distribution function) and zero out-
side. It has the advantage over a step function of being
continuous and reAects the fact that cases of intermediate
coordination do exist. An I ion is defined as being 3
coordinate if 2.5~@;«3.5 etc. , the average number of
such ions is n, 3. With this definition and the choices for o
and 6 given above, the average value of p; is 4, to two
significant figures, and the numbers of 3- and 5- coordi-
nate ions are roughly equal.

Contrary to the suggestion of Mazzacurati et al. , the
number of coordination defects increases with increasing
temperature between 500 and 900 K. We note once again
that our simulations were carried out at constant density,
but it seem likely that lattice expansion could only in-
crease the number of defects further. A plot of
ln([n3+n&]/2n&) versus I/T (Fig. 8) gives the free ener-

gy for the formation of a 3 and 5 coordinate defect pair as
840k&, where kz is Boltzmann's constant.

The concentration of coordination defects in the crys-
tal is quite high; we have investigated the possibility that
they are spatially correlated by calculating pair-
distribution functions for the I ions with different coor-
dination numbers, e.g. , g (r) gives the probability that a
5-coordinate iodine will be found distance r away from a
3-coordinate iodine ion. Note that these defects are op-
positely charged and might be expected to attract each
other. Because of the lattice structure, g (r) is a highly
oscillatory function and it is preferable to display the nor-
malized function g (r)/g (r), where g (r) is the I dis-
tribution function for the ideal fourfold coordination.
The departure of this normalized function from unity is a
measure of the degree of correlation in the position of the
defects.

In Fig. 9 we show the function g ( r ) /g ( r ) at

I

"5
&0&T

FIG. 8. A semilogarithmic plot of E =(n, +nz)/2n4, where
n; gives the mean number of iodine ions with i silver-ion neigh-
bors vs I/T; the slope gives the free energy for creation of a
coordination defect.
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FIG. 9. Reduced radial distribution function for 3- and 5-
0

coordinate iodine ions; the bcc unit-cell side is 5.2 A.

different temperatures. These functions show a weak
correlation at short range. Much of this is associated
with the deformation of the lattice on formation of the
defects, giving the "derivative shape" apparent at about 5
A. The interaction of the defects does not seem to be
very strong, and does not extend beyond two or three lat-
tice parameters.

VII. LATTICE-GAS MODEL

Szabo has examined the disorder from the viewpoint
of the silver-silver correlations, rather than by considera-
tion of the coordination structure around iodine. The
silver ions are regarded as tied to the tetrahedral sites,
which do not form a Bravais lattice but may be regarded
as forming six interpenetrating bcc sublattices. The loca-
tions of the Td sites within the unit cell are indicated in

Fig. 10. There are 12 sites wholly within the cell, which
contains two Ag+ ions on the average, so that each sub-
lattice is only —, occupied if the Ag ions are randomly

disposed. The sublattices are labeled 1 —6. As indicated
in Fig. 10, points on sublattice 1 have nearest-neighbor
(NN) sites on sublattices 2, 3, 5, and 6, and next-nearest-
neighbor (NNN) sites on sublattice 4. Initially the sublat-
tice occupancy at finite temperature was studied with a
lattice-gas, mean-field theory. Many possible phases were
identified, some of which involved preferential occupa-
tion of certain sublattices. ".

Szabo and Kertesz ' have subsequently performed a
Monte Carlo calculation on a model with direct NN and
NNN interactions between occupied lattice points, with
longer-range interactions included via a mean-field term.
They showed that, for a certain choice of interaction pa-
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FIG. 10. The labeling of the "tetrahedra1" interstitial sites of
a bcc lattice, as given by Szabo (Ref. 7). Note that sites with a
given label form a bcc sublattice and that sites of types 2, 3, 5,
and 6 are nearest neighbors of site 1 and that site 4 is a next-
nearest neighbor.

rameters, different phases could be stable as the tempera-
ture was changed: 3, an ordered low-temperature phase
in which one sublattice is predominantly occupied, 8, a
disordered high-temperature phase in which the sublat-
tice occupancies are equal, and C an intermediate phase
in which two sublattices (which involve no NN interac-
tions) are predominantly occupied (e.g., sublattices 1 and
4 in the figure). The authors showed that phase C was
stable only in the presence of the long-range, mean-field
term in the Hamiltonian.

In the simulation, Ag+ ions are assigned to the
tetrahedral site sublattices in the following way. A coor-
dinate system registered with the I lattice is found and
the unit cell which contains a given Ag+ ion is identified.
The Td sites occur at (—,', 0, —,') and at all symmetry-related
points in the cell. An Ag+ ion is said to sit in a given Td
site if it lies within a cube of side a/4, centered on that
Td location. Despite this rather generous criterion for
site occupancy by no means are all the Ag+ ions allocat-
ed to Td sites. At 500 K, only 70% are allocated, and
this number becomes lower at higher temperatures (with
our criterion, the Td sites occupy —,', unit-cell volume).
This is consistent with previous simulation and experi-
mental findings that Ag+ ions are not tightly located at
any site within the crystal. Nevertheless, we will persist
with an analysis in terms of intersitital site occupancy,
discarding the unallocated ions, in order to make contact
with the Szabo analysis and to understand the influence
of the underlying I lattice on the Ag -Ag positional
correlations.

In Fig. 11 we show the instantaneous percentage of
Ag+ ions found on each Td site sublattice type as a func-
tion of time throughout the 900, 500, and 400 K simula-
tion runs. The average occupation numbers allow us to
judge the possibility that the system as a whole has con-
densed into either phase B or phase C. At 900 and 500
K, the average sublattice occupations are equal, but at

10—

p I
)

I I I I
)

I I I I
)

I I

20.0 40.0 t ( g ) 60.0

FIG. 11. Instantaneous percentage occupation numbers for
each of the six Szabo sublattices at three different temperatures.
Note that, in the low-temperature data, two sublattices are
unoccupied.

All the G "(r)'s referred to other sites are equivalent to
one of these three different distribution functions. In the
following we will refer to the generic distribution func-
tions as G "(r), G' (r), and G' (r).

Results for this quantity at 500 and 900 K are shown in
Fig. 12. The overall appearance suggests a significant de-
gree of positional correlation at the Ag+ ions extending
up to almost two unit-cell lengths with NN and NNN al-

the lower temperature the fluctuations of the individual
sublattice occupations from this average value become
larger and persist for longer. At 400 K the sublattice oc-
cupations are unequal with two sublattices unoccupied,
suggesting that an ordering transition of the Ag+ ions
has taken place. %'e wi11 discuss this phenomenon in
more detail elsewhere. ' Here we simply note that the I
ions in this calculation are in a bcc structure, the alii
transition (which should occur at about 470 K in the
simulation' '" is inhibited in our calculations by the cu-
bic periodic boundary conditions. This ordering process
must be driven by the Ag+-Ag+ interactions; the size
and persistance of the fluctuations at 500 K suggest that
it is already appreciable well within the a phase.

To examine this process, we have calculated pair-
distribution functions for the occupied sites. We define
G' (r) to be the probability that if a site belonging to sub-
lattice 1 is occupied, a site of sublattice 2 at a distance r
away is also occupied. Of course, r takes on only discrete
values determined by the lattice structure. G' (r) is nor-
malized in such a way as to go to unity at long range.
Referred to a site of type 1, there are three types of distri-
bution functions (see Fig. 10) not related by symmetry:
G "(r), G'"(r), and

G "( )=G "( )=G "( )=G' ( )
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most unoccupied. The degree of correlation (as witnessed
by the height of the first "peak") decreases significantly
with increasing temperature. At first sight the correla-
tion appears liquidlike. The different G'~(r) appear to
refiect a single distribution function G(r) taken at the
different intersite distances which are allowed. In fact,
this is not so. For example, in the region of r between 0.8
and 1.4 in the 500 K plot it can be seen that the values of
G' (r) and G' (r) are clearly lower than the values of
G "(r). This difference is much reduced at the higher
temperature. The overall effect of this positional correla-
tion is that the occupation of a given sublattice at one
point causes a considerably enhanced probability that
nearby ions will occupy the same sublattice. This effect is
shown in Fig. l3 where we plot the quantities

„G"(r')n'~(r')
N'(r) =

„n '~(r')

0.0
/

I I I I
t

I I I 'I

i
I I I I

2.0 f'/Q1.0

FIG. 12. Partial radial distribution functions for the Szabo
sites 6 ' giving the probability that, if a site of type 1 at the ori-
gin is occupied, a site of type 1 (squares), type 4 {stars), or type
2, 3, 5, or 6 (circles) distance r away is also occupied. The func-
tion is only defined on the lattice, the lines have been provided
to aid the eye.

where n ~(r) is the number of sites of type j at a given dis-
tance from a site of type i. This quantity gives a measure
of the excess population of sublattice j around an occu-
pied site of type i. It can be seen that this excess extends
out to significant distances, especially at 500 K. The ob-
servation that the excess population is on the same sub-
lattice and that the excess is growing as the temperature
is reduced suggests that the Ag+ ions are moving to-
wards Szabo's ordered phase 3 at low temperature.
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FICx. 13. The excess coordination number [eq. (26)] of sites of type j around a site of type i at the origin. The solid curve is for

i = 1,j = 1; the dashed curve is for i = 1, j =2, 3, 5, or 6, and the dotted curve is for i = 1,j =4.
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However, the appearance of the 400 K data in Fig. 11
shows that what actually occurs is somewhat more com-
plex.

VIII. CONCLUSION

This work has been concerned with the nature of the
silver-ion order in simulations of a-AgI at a constant
density (corresponding rough1y to the experimental densi-
ty at the a-/3 phase transition to zero pressure). Given
the successes of the RVP potential on other problems, in
particular, with the a-/3 phase transition, we expect the
results to give a good guide to the behavior of the real
material. The only experiment which clearly rejects the
silver-ion disorder is the Raman scattering; the diffuse x-
ray scattering seems to be too strongly affected by
thermal diffuse scattering for the Ag+-Ag+ correlation to
show through. Unfortunately, we have no reliable model
for the interaction-induced polarizability in order to
directly calculate the Raman scattering from the simula-
tion. We have made some progress with an ad hoc polari-
zability model; we were able to reproduce the experimen-
tal line shape and to comment on the validity of several
approximations used in the analysis of the spectrum.
However, we were not able to reproduce the high value of
the low-temperature depolarization ratio nor the temper-
ature dependence of the depolarization ratio and intensi-
ty. This failure could reAect upon the shortcomings of
the model, or that, by working at constant density, we
have simply missed the order-disorder transition which
the experimental data appears to indicate. It is also pos-
sible that the RVP potential does not predict such a tran-
sition, but Talion's findings" provide evidence that it

does. We are presently trying to find a better polariza-
bility model which will be used at a wider range of
statepoints.

Notwithstanding our present inability to connect simu-
lation and real data, we have examined two models for
the silver-ion disorder in the lattice. We examined the
number of iodine ions with coordination defects, in the
sense of a deficiency or excess of coordinated silver ions
from the average value of four. We found that the num-
ber of these defects increased with temperature and that
the defects were at most only weakly spatially correlated,
contrary to suggestions made by Mazzacurati et a/. ' in
their model for the Raman data. %'e also looked at the
positional correlations of the silver ions in the sense sug-
gested by Szabo by analyzing the way the sublattices of
tetrahedral sites were occupied. This viewpoint threw up
a number of interesting features.

At temperatures greater than 500 K, the silver ions
were uniformly distributed over the sublattices (contrary
to the suggestion that there might be phase transitions
between phases of intermediate silver-ion order within
the ct phase). The ions did, however, show a tendency to
cluster locally on a single sublattice, the strength and
range of this correlation increasing as the temperature
decreased. It is interesting to speculate that this ordering
process might be linked to the ct —+/l transition which is
known to occur with the RVP potential if noncubic
periodic boundary conditions are allowed. In our simula-
tions, the iodine ions continue to form a bcc lattice as the
temperature drops below the a-/3 transition temperature,
but the silver ions appear to undergo a continuous transi-
tion to an ordered state. We are presently investigating
this behavior in more detail. '
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