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Time-resolved small-angle x-ray scattering was used to study the early stage of phase separation
in a silicate system. Scattering patterns were acquired in real time as a sample was quenched in situ
from a temperature T, in the single-phase region directly to a temperature T2 in the two-phase re-
gion and held isothermally. This was made possible by using a high-intensity synchrotron x-ray
source, a fast position-sensitive detector, a sample heater capable of rapid quenches, and a sample
composition chosen to give good scattering contrast and relatively slow kinetics. The composition
studied, 90 mo1% Si02, 5 mol% BaO, and 5 mol%%uo K20, undergoes subliquidus phase separation
at temperatures below 1021 K to form alkali-oxide-rich and alkali-oxide-poor amorphous phases.
The temperatures used were T, =1074 K and T, =1014, 995, 970, and 950 K. While the resultant
data agree qualitatively with the linearized thermodynamics of the Cahn-Hilliard-Cook (CHC)
theory of spinodal decomposition (i.e., the structure factor changes exponentially with time at each
wave number), they do not agree with the simple diff'usive kinetics used in the CHC theory. The
data are in very good agreement with a modified theory incorporating diffusion-induced-Aow (DIF)
kinetics, in which one considers both the generation of stress arising from unequal mobilities of the
diffusing species and the relaxation of this stress through deformation. Values of the material pa-
rameters as a function of temperature obtained from fits of the DIF theory to the data are in reason-
able agreement with independent measurements and estimates based on a regular-solution model.
For amorphous systems in particular, these results provide direct evidence that viscous Aow is the
rate-limiting step for the interdiffusion of network-forming and network-modifying species over the
short length scales involved in the early stage of phase separation.

I. INTRODUCTION

According to classical theory, the phase-separation
process can be conceptually divided into an early stage
and a late stage. In the early stage, an initially single-
phase system transforms into a system consisting of rela-
tively small regions of two phases having nearly equilibri-
um compositions. In the late stage, the average size of
the regions in the two-phase system increases through a
coarsening process. The early stage is driven by the bulk
free-energy difference between the initial and final phases,
while the late stage is driven by the free energy of the in-
terfaces generated during the early stage. Two qualita-
tively different limiting cases for the mechanism of early-
stage phase separation have been distinguished nu-
cleation and growth for metastable initial states and spi-
nodal decomposition for unstable initial states. Spinodal
decomposition theory is especially interesting, because it
is based directly on the concept of the thermodynamic

driving force for diffusion originally developed for
interdiffusion in nonideal single-phase systems. Compar-
ison of theory and experiment on the kinetics of the early
stage of phase separation in the unstable region of the
phase diagram thus tests our fundamental understanding
of interdiffusion in the single-phase region.

Over the past two decades, there have been many
small-angle x-ray- and neutron-scattering studies of both
early- and late-stage phase-separation behavior in the un-
stable region of glass-forming oxide systems. ' ' The
motivation for these studies has been not only the techno-
logical importance of phase separation in silicate and
borate glasses, but also the belief that such systems can
serve as simple experimental models to test basic theory.
Diffusion coefficients in glass-forming systems can be
much smaller than those in typical liquids, so that phase
separation proceeds at a rate more accessible to experi-
ment. In addition, the classical distinctions between me-
tastability and instability, and between the early and late
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stages of phase separation, are expected to be most valid
for systems which have long-range interactions between
molecules. ' Since glass-forming oxides, like poly-
mers, are expected to have relatively long-range interac-
tions, ' they provide a good test of classical theory. Al-
though the more recent experimental results for the late
stage of phase separation"' ' ' agree well with a gen-
eralized coarsening theory based on dynamic scaling, re-
sults for the early stage of phase separation '" ' ' are
only qualitatively consistent with classical Cahn-
Hilliard-Cook (CHC) spinodal decomposition theory'
and nonlinear extensions to it. ' ' ' The quantitative
agreement is so poor that theoretical and experimental
structure factors have not been directly compared in any
of these early-stage studies. These results have not pro-
vided a definitive test of spinodal decomposition theory
because the observed discrepancies could always be attri-
buted to experimental complications, such as an initial
quench to and reheat from room temperature.

With the availability of intense synchrotron x-ray
sources and advances in position-sensitive detector tech-
nology for time-resolved studies, we recognized an oppor-
tunity to carry out a small-angle-scattering study of the
early stage of phase separation which avoids most of the
experimental uncertainties of previous work on amor-
phous oxide systems. In particular, we have been able to
measure the evolution of the structure factor in real time
as a sample, initially at equilibrium in situ at a tempera-
ture T, in the single-phase region, is quenched directly to
a temperature T2 in the two-phase region and held iso-
thermally. The composition studied, 90 mol% SiOz, 5

mol% BaO, and 5 mol% K20, is chosen to have a
suSciently slow phase-separation rate and to give observ-
able scattering at the earliest stage of phase separation.
Since the sample is quenched directly from an equilibri-
um state, the initial state for the transition is better
characterized than in previous work. The depth of the
direct quenches T, —T2 is relatively small, which mini-
mizes complications such as phase separation during the
quench and structural relaxation. The measurements are
made using Anal temperatures T2 in a range from just
above to well within the unstable region. This range
spans both sides of the maximum in phase-separation rate
which arises from the trade-oF between driving force and
mobility. The ability to use direct quenches allows the
study of the high-temperature, driving-force-limited side
of the trade-off region, which previously was experimen-
tally inaccessible. The measurement of the kinetics of
reequilibration of small composition fluctuations in the
metastable region above the unstable region also provides
an important test of spinodal decomposition theory.

An initial analysis of the experimental results of this
study has shown that, although some general features of
the CHC theory describe the observed behavior accurate-
ly, the shapes of CHC structure factors differ markedly
from those measured. This discrepancy is not of the type
attributable to nonlinear effects or late-stage scaling be-
havior. Instead, the wave-number dependence of the rate
of change of the measured structure factor indicates that
the rate-limiting step for composition change is of relaxa-
tional rather than diffusive nature. This conclusion has

motivated the development of a model for
inter diffusio, which we will call the diffusion-
induced-fiow" (DIF) theory. In DIF theory, one consid-
ers both the generation of stress owing to unequal mobili-
ties of the diffusing species and the relaxation of this
stress through deformation. For systems in which the
species have very diFerent mobilities (e.g. , glass-forming
oxides), DIF theory predicts that deformation is the
rate-limiting step for interdiffusion over short length
scales. This has significant consequences not only for spi-
nodal decomposition, but also for any process involving
interdiffusion. In this article, we present and analyze the
experimental work which underlies these new theoretical
developments. The experimental technique (described in
detail in Ref. 25) is presented in Sec. II. The results are
then compared in Sec. III with both the standard CHC
theory and the linearized form of the DIF spinodal
decomposition theory. In Sec. IV the agreement found
between the DIF theory and the experimental data is
evaluated by comparing the parameter values obtained to
independent estimates.

II. X-RAY SCATTERING MEASUREMENTS

To carry out this time-resolved small-angle x-ray-
scattering study of the early stage of phase separation us-
ing in situ quenches directly from the single-phase region,
four coupled experimental innovations were required: (a)
the use of a high-intensity synchrotron source, (b) the de-
velopment of a fast position-sensitive detector, (c) the
construction of a sample heater capable of fast quenches,
and (d) the identification of a sample composition with a
maximum rate of phase separation which is sufficiently
slow. This maximum phase-separation rate must be slow
relative to the time scales of both the quench and the
scattering measurement. The time resolution of the
scattering measurement is, in turn, determined by the
scattering efBciency of the sample and the incident x-ray
intensity, assuming that the detector system is fast
enough. Scattering eKciency is proportional to the
square of the density difference between the two incipient
phases. The dual requirements of a low enough phase-
separation rate and a high enough density difference
significantly restricted the choice of sample compositions
which could be used in the present study. The develop-
ment of higher-intensity x-ray sources, coupled with fas-
ter detectors and in situ quenching techniques, promises
much greater freedom in the choice of systems in future
studies.

A. Choice of sample composition

Immiscibility between alkali-oxide-rich and alkali-
oxide-poor amorphous phases has been found to occur in
the glass-forming regions of almost all alkali-metal and
alkaline-earth silicate and borate systems. In several
silicate systems (such as that studied here), the immisci-
bility occurs at temperatures below the equilibrium
liquidus, where the amorphous phase is metastable with
respect to crystallization; however, this crystallization is
typically very slow relative to phase separation within the
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amorphous phase. These systems are attractive for the
present work because their atomic structure and phase
diagrams are relatively well understood: The alkali-metal
or alkaline-earth oxides act as "modifiers" in a network
structure formed by the SiO2 or 8203. Since none of the
binary systems have the optimum combination of phase-
separation rate and density difference, it was necessary to
use a composition in a ternary system. A typical ternary
phase diagram of two modifiers in a silicate system is sim-
ple: An immiscibility surface extends across the silica
corner to join the miscibility gaps of the limiting binaries.
The critical temperature along the top of this surface
varies from that of one limiting binary to that of the oth-
er, and the tie lines in the two-phase coexistence region
below the surface radiate from the silica corner. Since
atomic mobilities are strong functions of temperature, the
maximum phase-separation rate depends strongly on the
critical temperature. Thus, by choosing an appropriate
ternary composition, a pseudobinary system with the
desired phase-separation rate can be obtained.

Sample compositions in the SiOz-BaO-K20 system
were used in this study. The subliquids immiscibility sur-
face of this system is shown in Fig. 1 plotted in terms of
oxide mole fraction x. This diagram is an interpolation
of measurements using a pseudobinary regular solution
(mean-field) model. ' (This model is discussed fur-
ther in the Appendix. ) As Fig. I indicates, the ternary
system can be approximated as a series of pseudobinary
systems, each having a fixed modifier ratio
xB o /(xB Q +x+ Q ). The composition in any of these

2

pseudobinary systems can be expressed as the total
modifier mole fraction, c =xB,o+x~ o. Figure 2 shows

2

the pseudobinary section with equal mole fractions of
BaO and KzO. The solid line in this diagram is the equi-
librium coexistence boundary, and the dashed line is the
spinodal calculated from the Incan-field model. The com-
position in this section is given by

(SiO~), , ( —,'BaO —,'K20), .

The critical point is calculated to be T, =1042 K at
c =0.074.

One complication which could arise with a ternary sys-
tem is the possibility that two independent composition
variables would be important in the phase-separation
process, so that binary-system models would not apply.
Even when the equilibrium phase diagram is pseudo-
binary, during phase separation the local composition
could in general take on values which are not in the pseu-
dobinary section if the mobilities or partial molal
volumes of the diffusing species differ. The conditions
under which these complications arise during spinodal
decomposition in ternary systems have been previously
considered. For the system studied here, such compli-
cations are not expected to be significant, since the ther-
modynamic tendency of the modifier cations Ba and K is

to remain mixed at all temperatures, and the rate-limiting
mobility for Ba-K mixing is orders of magnitude larger
than that for (BaO.K20)-SiOz unmixing. ' Thus spa-
tial fiuctuations in the modifier ratio xs Q/(xB o+x~ o)
will remain small, and the local composition can be de-
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FIG. 1. Calculated phase diagram for the SiO, -BaO-K,O sys-
tem, showing pseudobinary immiscibility with tie lines radiating
from the silica corner.
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FICx. 2. Calculated phase diagram for the pseudobinary sys-
tem (Si02)&, ( —,

' BaO-
~ K20)„showing subliquidus immiscibili-

ty between two amorphous phases. Solid line: equilibrium two-
phase coexistence boundary. Dashed line: mean-field spinodal
calculated from regular solution model. Solid symbol: tempera-
ture T& of anneal in the single-phase region. Open symbols:
temperatures T2 of phase-separation runs in the two-phase re-
gion.

scribed by the single composition variable c.
Samples with compositions in the pseudobinary section

shown in Fig. 2 were prepared at the National Bureau of
Standards (now, Institute of Standards and Technolo-
gy). Difficulties were encountered in making homo-
geneous samples near the critical composition because of
the high viscosity of the melt. Homogeneous samples
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FIG. 3. Schematic of small-angle x-ray-scattering apparatus used at SSRL Beamline I-4 (not to scale).

were successfully made of compositions c =0. 10 and
0.12; the composition c =0.10 was used in the study of
phase-separation kinetics reported here. For the small-
angle x-ray-scattering measurements, thin plates were cut
and polished to a thickness of -0.01 cm, corresponding
to approximately one absorption length at the x-ray ener-

gy used.

B. Experimental procedure

The small-angle x-ray-scattering measurements were
carried out at Beamline I-4 at the Stanford Synchrotron
Radiation Laboratory (SSRL). The experimental
geometry is shown schematically in Fig. 3. Radiation
from the bending-magnet source was focused in the verti-
cal by a mirror and in the horizontal by a bent Si(111)
monochromator tuned to a photon energy of 8.78 keV
(A, =1.41 A). Two sets of slits were used to define and
collimate the incident beam. Two scintillation counters
monitored the total intensity incident on and transmitted
by the sample, respectively. These monitors and the
position-sensitive detector were calibrated against an ion
chamber, allowing the scattering Ineasurements to be put
on an absolute basis with +25% accuracy. For typical
storage-ring conditions (3.0 GeV, 85 mA), an incident in-
tensity of 2. 5X10 photons per second was obtained. A
linear position-sensitive detector system based on a
photodiode-array sensor was designed and built for these
experiments so that complete small-angle x-ray-scattering
patterns could be acquired within seconds. The photo-
diode array operated as an integrating detector rather
than a photon counter. The noise level of the detector
(corresponding to -2.6 photons per diode per scan) was
sufficiently low that the Poisson statistics of the incoming
photons was the dominant source of noise in the data.

The sample heater consisted of a miniature tube fur-
nace, designed to hold the sample in the x-ray beam at a
controlled temperature up to 1200 K and allow the tem-
perature to be changed rapidly. A schematic of the
heater is shown in Fig. 4. A water-cooled housing en-
closed a heater assembly with a dry nitrogen atmosphere.
The thin sample was heated primarily by thermal radia-
tion at the temperatures used. Temperature gradients in
the sample were minimized by the long aspect ratio of the
tube furnace, since a uniformly hot surface enclosed at
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FIG. 4. Schematic of sample heater for time-resolved small-
angle x-ray scattering.

least 98% of the solid angle seen by any point on the sam-
ple. A thermocouple made of very fine wire was used to
measure the sample temperature. Temperature nonuni-
formity in the sample region was measured to be +1 K.
The temperature could be changed by 100 K with a time
constant of about 10 sec by abruptly changing the voltage
to the heater; after 100 sec the temperature stabilized to
within +0.5 K for the duration of each run.

Scattering data were acquired in "runs" in which a
sample was first equilibrated in situ at a temperature T&

in the single-phase region and then quenched to a tem-
perature Tz in the two-phase region and isothermally
held. The evolution of the structure factor was measured
by recording a series of consecutive scattering patterns as
phase separation occurred. In order to characterize the
initial single-phase state of the sample, this series was
started so that four patterns were recorded before the
quench. For a typical run, 100 consecutive scattering
patterns were recorded, each integrating over a 30.72-sec
interval. Some runs were truncated owing to synchrotron
beam loss. The same initial temperature T, =1074 K was
used in all runs. Four final temperatures T2 were investi-
gated; two were repeated to verify reproducibility. The
runs are labeled 3 —I' in the order in which they were
conducted. Temperatures T& and T2 used in all runs are
shown in the phase diagram in Fig. 2 as solid and open
symbols, respectively. The same sample could be used in
more than one run, since the anneal at T, reequilibrated



43 REAL-TIME SMALL-ANGLE X-RAY SCATTERING STUDY OF. . . 13 421

the sample to a single-phase state each time. One sample
was used to runs 3 —C; a second sample was used in runs
D —F.

To determine appropriate conditions for the anneal in
the single-phase region, several exploratory measure-
ments were made in which the scattering was observed as
the temperature of the sample was stepped upward and
downward. The phase boundary was found to be at
about 1020 K, and the time constant for dissolution of a
two-phase structure was observed to be less than 1 min at
1074 K. The typical anneal for each run was therefore
chosen to be 420 sec at 1074 K. To determine whether
an anneal of this length would initiate crystallization, the
evolution of the scattering during a 1310-sec anneal time
was investigated in run B. During this long anneal, the
scattering was recorded in a separate sequence of patterns
with 12-sec resolution. (Since this data set is used in the
analysis described below, we will refer to it as "run Z.")
The scattering from the initial phase separation disap-
peared within about 60 sec, and no further change was
observed during the anneal.
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FIG. 6. Temperature (solid line) and uncorrected cross sec-
tion per unit volume as a function of time at several angles,
from run A.

C. Data reduction

Since the "parasitic" scattering from slit edges, win-
dows, air, etc. , was a significant contribution to the total
signal, it was measured for each run and subtracted after
appropriate normalization. Figure 5 shows five scatter-
ing patterns measured at various times during run 2, ex-
pressed as nominal cross section per unit volume (un-
corrected for instrumental resolution). As in all data re-
ported here, the time given for each pattern is the center
of the time interval over which it was recorded, relative
to the time of the initiation of the quench into the two-
phase region. The pattern measured 77 sec before the
quench is typical of the low-intensity, relatively uniform
scattering from equilibrium composition Auctuations in
the sample at the initial temperature T, in the single-
phase region. The evolution of the uncorrected intensity
as a function of time at various nominal scattering angles

is shown in Fig. 6 for run A. The sample temperature as
a function of time is also plotted, showing the direct
quench from the single-phase region. The equilibration
time of this temperature profile is typical of all the
phase-separation runs. At all except for the highest an-
gles, most of the change in the scattering occurs at con-
stant temperature.

For comparison with theory, every four consecutive
scattering patterns were averaged together to produce
patterns integrated over —123 sec. Figure 7 shows the
first such averaged pattern for each run A —F, as well as
the average of the last half of run Z. These patterns were
all measured before the quench with the sample equili-
brated in the single-phase state at Ti. At angles larger
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A. Structure factor

In contrast to previous work, here we will compare ex-
periment with theory on an absolute scale. We therefore
begin by presenting relations between the scattering cross
section, the structure factor, and the composition vari-
able. The spatial composition distribution in a system at
a given time can be characterized by the single-time,
two-point correlation function

S(r, t ) =—— bc(r ', t )bc(r '+r, t )dr ',
V v

where V is the volume of the system and
b,c(r, t)—:c(r, t ) —co is the composition deviation from its
average value co as a function of position r and time t.
The correlation function is time dependent because the
system is not at equilibrium. The structure factor is the
Fourier transform of the correlation function, given by

FIG. 8. Corrected and uncorrected scattering cross section
change as a function of angle at several times during run

Open symbols: uncorrected {as measured). Solid symbols: after
correction for instrumental resolution.

than 20=5 mrad, all the measurements agree well. How-
ever, the sharp peak at zero angle due to parasitic scatter-
ing was not always completely removed by the subtrac-
tion procedure mentioned above. This was most ap-
parent in runs D —F, because the sample did not com-
pletely span the opening in the heater. Since this peak
appeared in the data recorded both before and after the
quench and was constant in time, the measured quantity
least affected by inaccuracy in the parasitic subtraction
was the change in the scattering as a function of time.
Therefore, for each run 3 —F, the quantity used for com-
parison with theory was the difference between the
scattering measured during phase separation and the
scattering from the single-phase sample measured before
the quench shown in Fig. 7. The scattering measured
during run Z (for which the accuracy of parasitic sub-
traction was relatively good) was used to characterize the
single-phase reference state employed in all phase-
separation runs.

To obtain the true differential scattering cross section
per unit volume do. v/dQ as a function of scattering an-

gle 20, the instrumental resolution was deconvoluted
from the measured patterns. The effect of this "slit-
height" correction on the shape of typical scattering pat-
terns is shown in Fig. 8.

S(k, t)—= f S(r, t)e px(ik r)dr .

(4)

Here r, =2.82X 10 ' cm is the classical electron radius,
and the derivative dp'/dc is the proportionality between
electron density and the composition variable. The
scattering angle 20 and wave number k are related by
k=4msinO/k. These equations have been used to con-
vert the measured cross sections to structure factors. The
composition variable chosen for this analysis is the total
mole fraction of the modifier c of expression (1). The
value of the coeScient dp'/dc was estimated from mea-
surements of the mass density. The electron density p',
mass density p, and molecular density p are related by

p'(c) = Ice, + (1—c )e2 jp(c),

p (c)=[cm, +(1—c)m~ jp(c),

(Sa)

(Sb)

It is convenient to associate the structure factor with the
strength of the composition waves in the system, since it
is equal to the intensity (the square of the amplitude) of
the Fourier transform of the composition distribution. In
the present case, the system is isotropic, and so the corre-
lation function and structure factor depend only on the
magnitudes r and k of the position and wave vectors r
and k, respectively. They also depend on the units
chosen for the composition variable.

The structure factor can be obtained directly from x-
ray-scattering measurements, since it is simply propor-
tional to the scattering cross section per unit volume:

—2
do v

(20, t) .

III. ANALYSIS OF RKSULTS

In this section we present analyses of our measure-
ments using both the classical CHC theory and the
linearized form of the DIF spinodal decomposition
theory. Since the CHC theory is one limiting case of the
linearized DIF theory, the formulation developed for
DIF theory is used here to facilitate comparison.

where e, and e2 (m, and m 2) are the number of electrons
(the mass) of the modifier and network components, re-
spectively, given in expression (1). The measured mass
densities of samples of composition c =0.10 and 0.12 are
given in Table I, along with calculated molecular and
electron densities. A value of dp'/dc =6.43+0.44X 10
cm was obtained from these room-temperature densi-
ties. (An estimate of the composition dependence of the
expansion coefficient indicates that the high-temperature
value may be —7% smaller. )
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TABLE I. Measured mass densities and calculated molecular
and electron densities for samples of two compositions at room
temperature. The composition variable c and the molecular
density p are based on the molecular units of expression (1).

0.10
0.12

p
(gem )

2.458+0.001
2.511+0.002

p
(10 cm )

2.228+0.001
2.233+0.002

p
(10 cm )

7.240+0.003
7.369+0.006

B. Cahn-Billiard-Cook theory

Classical theories for the evolution of the structure fac-
tor during spinodal decomposition are based on the solu-
tion of a diffusion equation which includes the effect of a
"gradient energy" term in the free-energy functional of a
system of nonuniform composition. The free-energy
functional F is expressed as the integral over the system
of a free-energy-density expansion containing terms
representing bulk, gradient, and elastic energy contribu-
tions. Introducing the gradient energy term into the ex-
pression used in Ref. 28, one obtains

F= p +pK Vc + —,
'o. :e) dr . (6)

Here f is the free energy per molecule of an unstressed
system of uniform composition, K is a coefficient giving
the contribution from composition gradients, and the last
term is the elastic-energy density. The thermodynamic
"driving force" used in the diffusion equation is obtained
by taking a variational derivative of the free-energy func-
tional.

The simplest solution for the structure factor is ob-
tained' by neglecting all nonlinear terms in the diffusion
equation, under the assumption that composition devia-
tions are sufFiciently small. When the elastic-energy term
is neglected and equilibrium fluctuations are properly
taken into account, ' ' one obtains

=2R(k )[S(k,t) —Soz(k )], (7)

and R (k) is the "amplification factor, "given by

R (k): [( 1 co )Mio+coMpo ]k co( 1 cp )

X(f"+2~ok ) .

Here k~ is the Boltzmann constant, f" is defined by

(9)

d
dc C=C 0

(10)

and M, and M2 are the mobilities of the modifier and
network species, respectively. The subscript zeroes on p,
K, M, , and M2 indicate evaluation at the average compo-

where Soz(k) is the Ornstein-Zernike form for the equi-
librium structure factor at temperature T,

k~T
Soz(k) =

po(f" +2i~ok )

sition co. (In the present study, co =0.10.) The
coefficient i~o is positive at all temperatures; f" is positive
at high temperatures, but is negative at low temperatures
where the single-phase state is thermodynamically unsta-
ble.

The definition of f as free energy per molecule rather
than as free energy per unit volume is necessary in sys-
tems where the molecular density p is composition depen-
dent, because the coefficient f" appearing in results such
as Eqs. (8) and (9) should not depend on dpldc or
d p/dc . Although this distinction was understood in
early work, ' the definition of f as free energy per unit
volume has often appeared in subsequent work, '

including the original article on DIF theory. This point
is especially important in the analysis of data from an
amorphous oxide system, where many choices of compo-
sition variable are plausible.

When the temperature and the material parameters
(and hence Soz and R) are constant in time, the solution
to the linear differential equation (7) for the structure fac-
tor can be expressed as

AS(k, t) = [Soz(k) —S(k,O) ] I 1 —exp[2R (k) t ]],
where S(k, O) is the structure factor of the reference state
at t =0, and b,S(k, t) is the structure factor change rela-
tive to this reference state:

bS(k, r)=S(k, t) —S(k, O) . (12)

It is convenient to use Eq. (11) for comparison with the
data because the structure factor change b,S(k, t) is the
quantity measured most accurately in the phase-
separation runs, as discussed above.

For the present study, we wish to consider the CHC
predictions for a system initially prepared in a single-
phase equilibrium state at temperature T&, which is
quenched at time t =0 to a final temperature T2. If T2 is
outside of the unstable region, f" is positive, the
amplification factor R is negative for all k, and the struc-
ture factor reequilibrates at long times for all k to the
equilibrium structure factor Soz(k) evaluated at the final
temperature T2. This reequilibration of the structure fac-
tor occurs by a simple exponential relaxation at each
wave number. The wave-number dependence of the re-
laxation rate is given by R (k). Alternatively, if T~ is
within the unstable region, where f" is negative, the
amplification factor is positive for k lower than a critical
wave number k„given by

1/2

2KO
(13)

At wave numbers lower than k„ the structure factor in-
creases exponentially without bound, corresponding to
the growth of the two-phase structure. At wave numbers
higher than k„ the amplification factor is negative, and S
reequilibrates to SQz evaluated at T2 just as for a quench
to a temperature outside of the unstable region. At the
critical wave number k„ the structure factor grows
linearly with time.
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C. Fit of CHC theory to data

To calculate the structure factor change b,S(k, t), the
reference structure factor S(k, O) is needed on the right-
hand side of Eq. (11). The time t =0 is taken to be the
time of the quench, and so S(k,O) is the equilibrium
structure factor at Ti =1074 K. The reference structure
factor S(k, O) used to analyze all of the phase-separation
data is taken to be the best fit of the Ornstein-Zernike
form of Eq. (8) to the measured structure factor at Ti ob-
tained from run Z. Table II shows the values of puf" and

poK0 derived from this fit, along with the reduced chi-
square value g and the multiple correlation coefficient. '

As in all fit results presented in this work, these
goodness-of-fit parameters are calculated using the
known variance in each data point due to photon-
counting statistics and electronic noise. The uncertain-
ties in the derived parameter values are listed as + one
standard deviation.

At all final temperatures T2 studied, the general behav-
ior of the structure factor measured during phase separa-
tion is described qualitatively by the CHC theory. This
correspondence can be seen in the typical data from run
3, shown in Fig. 5. The structure factor approaches a
constant asymptote at high wave numbers, while continu-
ing to grow at low wave numbers. Furthermore, the
high-wave-number asymptote is well described by SQz
defined in Eq. (8). This is shown in Fig. 9, where struc-
ture factors measured at several temperatures have been
plotted as k~ T/S vs k . A straight line on such a plot is
indicative of the Ornstein-Zernike form. The set of ex-
perimental points for T=1074 K is from run Z, and the
line through them is the fit described above used for
S(k, O). Each set of points shown for one of the lower
temperatures is obtained by adding this S(k, O) to the
structure factor change AS(k, t ) measured late in a
phase-separation run. The points for T=1014 K are
from run E at 1413 sec after the quench, and the points
for T=969 K are from run C at 2642 sec after the
quench. Lines through these data sets are Ornstein-
Zernike asymptotes obtained from fits described in Sec.
IIIF below. The intercept at k=0 gives the value of
pof" for that temperature. This quantity is positive at
higher temperatures and negative at lower temperatures,
consistent with the thermodynamic description used in
the CHC theory.

Although the linearized thermodynamics of the CHC
theory describes the data well, the kinetics of the model
does not. Figure 10 shows the best fit of the CHC theory
to the data of run A. This fit was obtained using expres-
sions (8) and (9) in the solution (11), allowing the three

~ 4-

I

E
O

i5
l

C)-2

T (K).. 1074 o 00
0

i I i i l

20 40 60
k (10 2 cm 2)

FIG. 9. Ornstein-Zernike plot of structure factors from
several temperatures, showing Lorentzian shape of high-wave-
number tail. Solid lines are asymptotes from DIF-theory fits
(see text).

parameters pof", poi~o, and [(1—cp)Mip+coMpo]/po to
vary. (Although data and theory from only a selection of
times is shown in the figure, the fit is typical of all such
fits in this work in that it involves all experimental points
obtained in the run, in this case 24 times at each of 100
wave numbers. ) One can see that the fit is very poor; it
has a reduced chi-square value of y = 52 and a correla-
tion coefficient of -0.90. Likewise, the fits of the CHC
theory to the data of every run are very poor, with the
discrepancy between theory and experiment increasing at
lower temperatures. The nature of the discrepancy is the
same at all temperatures: The theory predicts that S
should relax to the asymptote SQz much more rapidly at
high wave numbers than at low wave numbers, while
such a strong wave-number dependence of the relaxation
rate is not exhibited by the data. Thus the peak in the ex-
perimental data always occurs at a lower wave number
than the peak in CHC theory when the high-wave-
number asymptotes agree. Detailed support for this in-
terpretation can be seen in the time dependence of the ex-
perimental and theoretical structure factor changes at
two wave numbers shown in Fig. 11. At the higher wave
number, both the measured AS and CHC solution relax
exponentially, while at a wave number near the critical
wave number estimated from the asymptote (k, = 1X10
cm ) both grow almost linearly in time. Thus the mea-
sured data agree well with the thermodynamics of the

TABLE II. Values of the two parameters obtained from the best fit of the Ornstein-Zernike form (8)
to the equilibrium structure factor at T, =1074 K from run Z. Also given are the reduced chi square

and the multiple correlation coefficient R for the fit.

Run
T

{K)

1074

pd"
(10' erg cm ')

24.0+0.5

PoK'o

(10 ' erg cm ')

1.12+0.05 1 ' 5 0,80
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Run A T2 = 995 K
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FIG. 10. Structure factor change as a function of wave num-

ber at several times measured in run A (symbols), compared
with the best fit obtained using the CHC theory (solid lines).

D. Diffusion induced flow theory

During initial attempts to fit the data, we observed
that the shapes of the measured structure factors as a
function of wave number are described much more close-
ly by the theory if the first k factor in the amplification
factor of Eq. (9) is not included. This factor arises from

CHC theory, which gives factors of (1—k /k, )
' in

both SQz and R '. However, the CHC kinetic factor
proportional to k in R does not describe the data well,
since the wave-number dependence of the slopes of the
theory and the data do not match in Fig. 11.

the Laplacian in the basic diffusion equation used to mod-
el the kinetics. An equation which does not contain the
Laplacian is characteristic of a relaxation process, rather
than a diffusion process. This observation led directly to
the consideration of stress generation and relaxation dur-
ing interdiffusion in amorphous systems, and the develop-
ment of diffusion-induced-Sow (DIF) theory.

A linearized spinodal decomposition theory incor-
porating these effects was presented in a previous arti-
cle. This work was essentially an extension of the origi-
nal treatment of coherency stress during spinodal decom-
position' to include the effects of stress relaxation. This
treatment was subsequently recast for the general case of
jnterdjffusjpn. ' In this DIF thepry, pne cpnsiders both
the generation of stress owing to unequal mobilities of the
diffusing species and the relaxation of this stress through
deformation. For a typical glass-forming oxide system, in
which the mobility of the network modifier species is
much larger than the mobility of the network former, the
DIF theory predicts that the rate-limiting step for
interdiffusion of modifier and network species can change
between viscous Aow of the network and diffusion of the
modifier depending on the length scale of the composi-
tion gradient.

Here the notation developed for the general case will
be used to express the original results for spinodal decom-
position. This linearized DIF theory yields the same
differential equation for the structure factor as the CHC
theory [Eq. (7)] with the same expression for Soz [Eq.
(8)], but with a modified expression for the amplification
factor:

3(1—co)
R (k) = —

2 po(f"+2irok ) .
4po V&p'go k +ke

(14)

Here g is the viscosity, V, is the partial molal volume of
the modifier species, and k, is the "exchange wave num-

ber, " defined by

Run A T2 = 995 K
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2 LJ@~0o8
& 0

0 I I

0
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2= 3
k, =—

2
4co~&opo Vio'9o

6go k,
t ))tQss: Y k+I,2 2

(17)

Once again, the subscript zeros on g and V& indicate
evaluation at co. This expression for the amplification
factor is valid for wave numbers smaller than a charac-
teristic wave number kd,

3po(1 —co )

4rIoM2O

and for times larger than a quasi-steady-state induction
time tQss,

FIG. 11. Structure factor change as a function of time at two
wave numbers measured in run A (symbols), compared with the
best fit obtained using the CHC theory (solid lines).

where Y is an elastic modulus. It is derived for the lim-
iting case in which the mobility of the modifier species is
much larger than the mobility of the network former, so
that the ratio q between k, and kd is negligible with
respect to unity:
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1))q
kd

1 ~co
&o(1—&o) oI'io»

2 YPo VioIpd"
I
«

9(1—co)
(19)

The expression (14) for the amplification factor is used

It is also derived for the limit in which the chemical ener-
gy coefficient is negligible with respect to the elastic-
energy coefficient:

here under the assumption that conditions (16)—(19) are
satisfied. In particular, it is assumed that kd is much
larger than the wave-number range of interest and that
toss is negligible with respect to the time scale of the ex-
periment. The validity of these assumptions is considered
in Sec. IV.

Using the composition basis given in expression (1), the
two molecular species considered are the average net-
work modifier ( —,'BaO. —,'K20) and the network former
(Si02). The DIF mechanism for spinodal decomposition
can be envisioned as clustering of modifier via diffusion
coupled with nonuniform dilation of the network involv-
ing viscous Aow. The rate-limiting step changes as a
function of wave number: For k )k„viscous Aow of the
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FIG. 12. Fit of DIF theory (solid lines) to experimental data (symbols) from runs at each temperature. Each fit is over the com-
plete data set recorded. Structure factor change is plotted both as a function of wave number at several times and as a function of
time at several wave numbers for each run.
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network is rate limiting; for k &k„diffusion of modifier
is rate limiting. If the viscosity is relatively small, k, is
large, and the DIF result (14) for the amplification factor
reduces to the standard CHC result (9). Conversely, if
the viscosity is relatively large, k, is small, and the DIF
amplification factor does not have the k dependence
characteristic of a diffusion process.

K. Fit of DIF theory to complete runs

The DIF spinodal decomposition theory is compared
with scattering data from runs at all four temperatures in
Fig. 12. Since the data from pairs of runs with the same
final temperature T2 (i.e., runs A and B, C and F) were
quite reproducible, only one of each pair is shown. For
each run, two graphs are presented: the change in the
structure factor as a function of wave number at several

fixed times and the change in the structure factor as a
function of time at several fixed wave numbers. The
theory curves shown for each run are from the best fit ob-
tained using the DIF expressions (g) and (14) in solution
(11), allowing the four parameters pof", poiro, poV, ohio,
and k, to vary. Parameter values obtained from fits to all
six runs are summarized in Table III.

For all times and temperatures, good agreement is ob-
tained using the DIF theory. The shapes of the structure
factor as a function of wave number given by the DIF
theory agree much better with the experimental data
than the shapes given by the CHC theory. This is
reAected in the goodness-of-fit parameter values: The g
improve to —3 from —50, and the correlation
coeKcients improve to -0.99 from -0.90. The better
agreement of DIF theory is also shown by the k, values
obtained. If k, were larger than the wave-number range
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FIG. 12. (Continued).
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TABLE III. Values of the four parameters obtained from the best fit of the DIF theory to the com-
plete data set from each run. Also given are the reduced chi square y, and the multiple correlation
coefticient R for each fit.

Run

E

B
C
F
D

1014
995
995
969
970
950

pd"
(10' erg cm )

3.66+0.02
—0.55+0.01
—0.43+0.01
—0.77+0.02
—0.80+0.02

0.63+0.08

poKo
(10 erg cm ')

1.78+0.01
1.95+0.01
1.89+0.01
1.31+0.01
1.31+0.01
1.02+0.01

2
—2

po~iono
{10"P)

1.87+0.04
3.40+0.02
3.51+0.02
4.94+0.03
5.16+0.03
5 ~ 88+0.08

k,
(10 cm-)

10.8+0.3
6.2+0.1

5.6+0.1

7.0+0.1

7.2+0.1

12.5+0.2

2
Xv

2.0
2.7
2.3
3.3
3.0
1.6

R

0.9804
0.9948
0.9943
0.9942
0.9951
0.9697

of interest, then the DIF and CHC theories would be al-
most equivalent. However, the best-fit values of k, are
found to be small. This indicates that viscous How of the
network is the rate-limiting step for interdiffusion over
virtually all of the wave-number range observed, which
corresponds to composition deviation wavelengths up to
—1000 A. The agreement between spinodal decomposi-
tion theory and experiment shown in Fig. 12 is by far the
best and most extensive yet found in studies of amor-
phous oxide systems.

The overall fits of the DIF theory are sufficiently good
that one can identify regions in which there are small sys-
tematic deviations between the theory and experimental
data. The main systematic deviation occurs at the begin-
ning of each run. In every case, over almost the complete
wave-number range observed, the measured structure fac-
tor initially increases more rapidly than the best fit to the
complete run. Such initial behavior could be attributed
to the establishment of the quasi-steady-state condition
(17). Alternatively, such behavior would occur if the ma-
terial parameters were not constant in time after the
quench, because of an additional process such as
structural relaxation of the glass. A second systematic
deviation also occurs in the fits to the runs at the higher
final temperatures, E and A. At the lowest wave num-
bers, the measurement increases above the theory at late
times. The low-wave-number, late-time deviation is most
prominent in run E, which is predicted to be at a temper-
ature outside the unstable region. Such behavior might
be expected if nucleated phase separation were to occur,
since nucleation is not modeled by the spinodal decompo-
sition theory.

F. Fit to DIF theory to truncated runs

In order to investigate the small deviations between
theory and data shown in Fig. 12, fits were made over
time intervals shorter than complete runs. This was pos-
sible because the initial condition for solving the linear
differential equation (7) is arbitrary and can be taken to
be the measured structure factor at any time t = t; during
a run. The solution for the structure factor change [rela-
tive to the same reference state S(k, O) as above] is then
given by

bS(k, t)=AS(k, t, )

+ [Soz(k) S(k,—O) bS(k—, t; )]

X [1—exp[2R (k )(t t; )]],— (20)

where b,S(k, t, ) is the structure factor change which
gives the initial condition at t =t, Asm. ooth curve (cu-
bic spline) fit through the measured structure factor
change for time t; after the quench was used as b,S(k, t; ).

The apparent changes in the material parameter values
with time during a run were studied by separately fitting
every set of four consecutive scattering patterns using the
DIF expressions (8) and (14) in solution (20), allowing

pJ", polio, poV&ago, and k, to vary. Best-fit parameter2 2

values obtained from such "running fits" to a typical run
(8) are plotted as a function of time in Fig. 13. Each bar
shows the time interval corresponding to the set of
scattering patterns involved in that fit. The parameters
evolve in a systematic rather than random manner, indi-
cating that all four parameters are reasonably well deter-
mined even by these short intervals of data. In all runs
the values of pQ", p~o, and poV, ogo change relatively
rapidly at first and then progressively more slowly. The
direction of this change is always from a high-
temperature value toward a low-temperature value, and
the size of the change is larger for quenches to lower tem-
peratures. Values of k, always remain small relative to
the wave-number range of the data, indicating that the
DIF theory fits the data better than the CHC theory even
when the parameters are allowed to vary with time.

To minimize possible effects of structural relaxation
and nucleation, fits were made to truncated data sets
from each run in which the first few patterns after the
quench (and the last few patterns in runs A, 8, and E)
were not included. Table IV summarizes the parameter
values obtained from these fits, using the DIF expressions
(8) and (14) in solution (20), allowing the three parameters
ppf poKO and poVO't)o to vary. The value of k, was
fixed for all runs at the average value found in the run-
ning fits, k, =5.2 X 10 cm '. The values of g obtained
from these fits indicate that the DIF theory describes this
major portion of the data with little significant deviation.

The temperature dependence of the values of pQ",
poKo and po V&ago obtained from the fits of DIF theory
are shown in Figs. 14, 15, and 16, respectively. Parame-
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TABLE IV. Values of the three parameters obtained from the best fit of the DIF theory to a truncat-
ed data set from each run. Also given are the reduced chi square y, and the multiple correlation
coefficient R for each fit.

Run

E

B
C
F
D

(K)

1014
995
995
969
970
950

(sec)

307
430
430
553
553
538

cd"
(10' erg cm ')

3.95+0.04—0.43+0.03
—0.44+0.04
—1.86+0.03
—1.78+0.03
—2.87+0.15

poKo
(10 erg cm ')

1.71+0.01
1.93+0.01
1.90+0.01
1.45+0.01
1.45 +0.01
1.23+0.01

2
—2

po~ioeo
(10" P)

2.78+0.12
3.83+0.04
4.00+0.05
7.22+0.06
7.40+0.06

12.92+0.25

2
Xv

1.4
1.3
1.3
1.6
1.5
1.2

R

0.9838
0.9965
0.9957
0.9976
0.9977
0.9757
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FICr. 13. Parameter values as a function of time from running fits to every four consecutive scattering patterns from run B,
T2 =995 K.
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FIG. 14. Values of pQ" as a function of temperature. Open
circles: values from DIF-theory fits to complete runs 3 —F.
Solid circles: values from DIF-theory fits to truncated runs

3 —F. Square: value from Ornstein-Zernike fit to run Z.
Dashed line: regular solution estimate; cross marks mean-field

spinodal.

FEG. 16. Values of log, o[po V,ogo (D)] as a function of inverse
temperature. Open circles: values from DIF-theory fits to com-
plete runs 3 —F. Solid circles: values from DIF-theory fits to
truncated runs A —F. Crosses and dashed line: estimates from
viscosity measurements.

ter values from fits to complete runs and fits to truncated
runs are shown with open and solid symbols, respectively.
(The dashed lines in Figs. 14 and 16 are independent esti-
mates discussed in Sec. IV A below. ) The fits to the trun-
cated runs give parameter values which have somewhat
more reasonable temperature dependences. In particular,
the truncation yields the expected negative value of pj'"
for the lowest temperature. The differences between the
values obtained from the two types of fits are larger at the
lower temperatures (runs C, D, and F), where the sys-
tematic deviations at the beginning of the runs are larger
in the fits to the complete runs. For these deeper
quenches, the structural relaxation time is expected to be

a larger fraction of the time period of the measurement,
and the amplitude of the structural relaxation is expected
to be greater. The values of pg" and pol~o from the fits to
truncated runs E and C were used for the calculated
Ornstein-Zernike asymptotes shown in Fig. 9 above.

Because of inaccuracy in absolute detector calibration
and in the estimation of dp'/dc, the overall scale for all
structure factors reported above may be in error by as
much as a factor of 1.6. Such error would change all de-
rived values of p&j", poao, and poV, ohio by the same fac-
tor, although it would not affect ratios such as k, and k, .
This uncertainty is not reAected in the standard devia-
tions listed in Tables II—IV.

2.5
IV. DISCUSSION
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FICx. 15. Values of po~o as a function of temperature. Open
circles: values from DIF-theory fits to complete runs A —F.
Solid circles: values from DIF-theory fits to truncated runs
2 —F. Square: value from Ornstein-Zernike fit to run Z.

The material properties entering into spinodal decom-
Position theory such as PJ'", Poao, and PoV, ciao have2 2

been treated as free parameters when fitting the theory to
the scattering data. Even when arbitrary values were al-
lowed, it was not possible to obtain any reasonable fits
with the CHC theory. On the other hand, good fits to all
of the data were obtained using the DIF theory. The
good agreement allowed us to make a direct comparison
between experimental and theoretical structure factors as
a function of wave number and time, rather than the less
definitive comparison of amplification factors, which has
been used in all previous analyses. "" By directly
comparing structure factors on an absolute scale, we were
able to obtain separate values for each thermodynamic
and kinetic parameter, rather than only combinations
such as the effective interdiffusion coefficient and the crit-
ical wave number. In the next section we evaluate the
DIF theory fits by comparing the parameter values ob-
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tained to independent estimates. We also verify that all
four of the self-consistency conditions ( 16 ) —( 19 ) are
satisfied.

A. Comparison of fit parameter values
with independent estimates

The values of pQ" obtained from the fits can be com-
pared to those calculated from the regular-solution fit to
the phase diagram, presented in the Appendix. The
regular-solution result for pQ" as a function of tempera-
ture is shown as a dashed line in Fig. 14. The mean-field
spinodal temperature from the regular solution model,
T, =981 K, is shown as a cross. This value is
significantly lower than the observed instability point, as
determined by the change in sign of the values of pg"
given in Table IV, which occurs at T, =998 K. This may
be an indication of the finite range of the molecular in-
teractions in this system. When interactions are of finite
range, the observed instability point is expected to lie be-
tween the mean-field estimate and the two-phase coex-
istence boundary. The regular-solution result (All) re-
lates the temperature derivative of pQ" to the density of
the molecules used to calculate the configurational entro-
py. A value of N = 1 for the size of the molecular units in
expression (Al) was used to give the dashed line in Fig.
14. The good agreement with the values of pg" obtained
from the fits indicates that their magnitude is physically
reasonable.

For self-consistency, the values of pg" obtained from
the DIF theory fits must satisfy condition (19) relating
the chemical and elastic-energy coefficients. A value for
the partial molal volume of the modifier is needed for this
and other comparisons below. The partial molal volume
is related to the composition dependence of the molecular
density by

ppV)0 = 1
1 —cp d

pp dc c=c
(21)

From the room-temperature values in Table I, one ob-
tains pov, 0=0.89+0.06. (The high-temperature value
may be -7% larger. ) Using a typical value for the elastic
modulus Y = 5 X 10" erg cm, the right-hand side of the
inequality (19) can be evaluated as —1 X 10" erg cm
This is much larger in magnitude than any of the values
of pg" obtained from the fits, and so the condition (19) is
satisfied. From the observed temperature derivative of
p&J

", one can estimate the suppression of the "coherent
spinodal, "' i.e., the lowering of the instability tempera-
ture which would occur if stress relaxation were not pos-
sible. At the coherent spinodal temperature, relation (19)
would be an equality. Extrapolating pQ" to lower tem-
peratures using the measured value pQ"= —2.87X 10
erg cm at T—T, = —48 K, one finds that the instability
temperature would be lowered by —18 000 K, an unphys-
ically large amount. One therefore expects that the
coherent instability is completely suppressed and that
stress relaxation is necessary for spinodal decomposition
at all temperatures.

To estimate values of ppV&pgp for comparison with

2
ppd sE

gp
20

(22)

where C is a geometrical constant of order 10 and d sE is a
molecular size. Thus the characteristic wave number kd
is simply related to the molecular size dsE,

1/2
3(1—co)C

d sE (23)

Estimating dsE ——Pp
' =3.6 X 10 cm, one obtains

kd-—7.3X10 cm '. Since the maximum experimental
wave number is much smaller than this, condition (16) is
also self-consistent.

The exchange wave number k, is not well determined
in this study because the wave-number range of the data
does not extend to sufficiently small values. Good fits to
the truncated runs were obtained simply using a constant
value of k, =5.2 X 10 cm '. Nevertheless, it is interest-
ing to calculate the diffusion coefficient of the modifier
D,0=k~ TM, O using the definition (15) of k, . The values
of ppVipgp in Table IV give Dip-—0.6—3. 1X 10' cm s
in the temperature range 950—1014 K. Although no
direct diffusivity measurements are available for the com-
position studied, these values are consistent with oxygen
self-diffusion estimates. Oxygen rather than cation
diffusion is expected to be the rate-limiting step for
diffusion of modifier because of the charge neutrality con-
straint for the ions. The ratio of kd to k, gives a value of
q = 5 X 10, so that the condition (18) is satisfied. Qne
can calculate the ratio of the mobilities to be
M2p /M &0

—4 X 10 is this system.

those obtained from the fits, the viscosity of samples of
composition c =0.10 was measured at four temperatures
between 950 and 1100 K using a parallel-plate viscome-
ter. The samples were initially single phase. The early
stage of phase separation did not affect the macroscopic
viscosity, since it remained constant during the first hour
at temperatures in the two-phase region. (Time depen-
dence of the viscosity after an abrupt quench, as shown in
Fig. 13, could not be verified because of the slow tem-
perature response of the viscometer. ) The measured
viscosities are well described by the Arrhenius
form go=(5. 3X10 ' P)exp[(4.71 eV)lk~TJ. Values of
ppV&pqp obtained from the viscosity measurements are2 2

shown as crosses and a dashed line in Fig. 16. The fit
values agree with these absolute estimates within about
one order of magnitude.

The quasi-steady-state induction time toss of condition
(17) can be estimated from the fit values of poV&&go given
in Table IV. Using the values of Y and pp Vip given
above, one obtains maximum values of toss at k =0 rang-
ing between 4 and 20 secs. Since this is much smaller
than the time resolution of the experiment, condition (17)
is self-consistent. To check condition (16), one can as-
sume that &0 and M2p are related by a Stokes-Einstein ex-
pression
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B. Anomalous parameter values near the instability

The material parameters obtained from the DIF theory
fits all show interesting behavior near the instability tem-
perature. In Figs. 14—16, it can be seen that pg"(T)
changes slope, poao( T) peaks, and the deviation of
poV, ohio(T) from the estimate increases as the instability
is approached. Near the instability temperature, pg" is
more negative than expected, and poKO and poV&oqo are2 2

both larger than expected. The directions of these
anomalies are related in the same way as the correlations
between the sets of parameter values which give good fits
to any given data set. In all of the fits, the covariance of
poKp and po V,o go is positive, while the covariances of2 2

pg" with each of the others are negative. This suggests
that the anomalies in the parameter values near the insta-
bility may be artifacts due to some systematic effect not
included in the theory.

One possibility is that nucleated phase separation in
the metastable region and similar behavior in the nearby
unstable region cause the anomalies. They may also be
related to the apparent relaxation of the material parame-
ters with time, as shown in Fig. 13. If the parameters
were to continue changing in the same directions for
longer times at the lower temperatures, the anomalies
would all be reduced.

Another possibility is that nonlinear terms neglected in
the DIF theory used above are not negligible and that the
good fit of the linearized theory is partly fortuitous. At
first sight this seems unlikely, since the scattering data do
not show the typical effects of nonlinearity. The overall
behavior of the scattering data is in agreement with the
basic result of linearized spinodal decomposition theory:
The intensity at each wave number changes monotonical-
ly in time, relaxing or growing exponentially. In particu-
lar, the intensity at higher wave numbers initially in-
creases and relaxes to an Ornstein-Zernike asymptote.
Within the time scale of the experiments, the high-wave-
number intensity does not begin to decrease, which would
produce the "crossing of the tails" typically predicted by
nonlinear spinodal decomposition theory' ' ' and late-
stage coarsening theory. However, some nonlinear-
theory results' indicate that the "crossing of the tails" is
less prominent for an off-critical composition (such as
that studied here) than for the critical composition. It
may be necessary to take into account nonlinearities to
understand the anomalous parameter values near the in-
stability found above. To do this it will be necessary to
extend existing nonlinear theories to incorporate the DIF
kinetics.

C. Extent of phase separation

The linearization involved in the CHC and DIF
theories presented above is expected to be a valid approx-
imation only for systems in which the intermolecular in-
teractions are of sufficiently long range and only at a
sufficiently early stage in the phase-separation pro-
cess. ' Although the conditions on material parame-
ters for the validity of the CHC theory have been con-
sidered in some detail, such conditions have yet to be ob-

, j S(k, r)4~k'dk .
8~' (24)

The mean-square composition deviation is expected to
approach a constant value ((hc) ), during the late

CV
CV

I

10

O

0

o 1

I—

O1:1
p 0

O a~+Odb M ~ ~ ~ ~ Q

I I I I I

2 4.
WAVE NUMBER (10 cm ')

10

FICx. 17. Plot of structure factors from several temperatures
as a function of wave number on logarithmic scales, showing
that the high-wave-number tails do not obey Porod's law. Solid
lines: Ornstein-Zernike asymptotes from Fig. 9.

tained for the Qow-limited kinetics of the DIF theory
or for off-critical compositions in systems with
composition-dependent viscosity and mobilities. Never-
theless, the parameter values obtained from the DIF
theory fits suggest that the time range of this experiment
is within the early-stage regime. At all temperatures the
maximum value of the amplification factor R (k) is less
than 10 s ', so that the experimental times are all
significantly smaller than the exponential time constant
(2R )

' of the most unstable fluctuations.
The extent of phase separation can be estimated in a

manner independent of spinodal decomposition theory by
standard analyses of the small-angle scattering data. In
the late stage of phase separation, the phase boundaries
are expected to be sharp relative to the domain size of the
two-phase structure. The structure factor then has a
characteristic k dependence at higher wave numbers
(Porod's law). Figure 17 shows structure factors for
several temperatures plotted versus wave number on log-
arithmic scales. The data points are the same as those
shown in Fig. 9, and the lines are the same Ornstein-
Zernike asymptotes shown there. One can see that the
slope at higher wave numbers does not have the Porod-
law value, indicating that the phase boundaries remain
relatively diffuse throughout the times studied here.

One commonly used measure of the extent of phase
separation is the mean-square composition deviation
((Ac) ). This can be obtained from the integral of the
structure factor by the relation

((bc) )(t)=——f [c(r, t) —coj dr1

V v
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stage of phase separation, when the system consists of
Axed volume fractions of the two coexisting phases. Fig-
ure 18 shows the evaluation of ((b,c) )(t) from data at
each temperature studied. The graphs on the left show
the integrand of Eq. (24) as a function of wave number at
various times. Values of S(k, t) for the points shown
have been obtained by adding the fit to run Z used for
S(k, O) to the measured values of BS(k, t ). The solid line
is the contribution from S(k,O). Since data are not avail-
able for all wave numbers, the integral of the structure
factor in Eq. (24) can be evaluated directly only between
low- and high-wave-number limits k;„and k „.One
can see that, although the error in the integral due to the

lack of data at small wave numbers is minimal, the value
of the integral will depend strongly on the value chosen
for k „.The graphs on the right show the integral as a
function of time calculated using two values of k,„. In
both cases the low-wave-number limit used is at the edge
of the measured data, k;„=0.7X10 cm '. The solid
symbol at zero time represents the integral of the initial
state S(k, O). At the three lower temperatures, the in-
tegral continues to grow with time throughout the mea-
surement, indicating that the late stage has not been
reached. At the highest temperature, the integral satu-
rates during the time of the observation. In the linear-
ized theory, this is interpreted as the equilibration of Auc-
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((&c)')„=It[(c —co)'+((c —c )') ]

+(1—P)[(c&—co) +((c—c&) )&] . (25)

Here c and c& are the average compositions of the two
coexisting phases a and /3, respectively, P is the volume
fraction of the i2 phase, and the second term in each
square bracket is the mean-square deviation about the

tuations in the metastable region above the spinodal,
rather than the true equilibration to a two-phase struc-
ture.

For comparison, values of ((b,c) ), can be calculated
for a late-stage two-phase system by considering the con-
tributions from the average composition and the Auctua-
tions in each phase:

average composition in each phase due to equilibrium
thermal Auctuations. In analogy with Eq. (24) for the
complete two-phase system, the equilibrium mean-square
deviation within either phase can be written as

((c —c ) ) = f S (k)4~k dk,8~' (26)

where S (k) is the equilibrium structure factor in that
phase, relative to its average composition c . Values of
c, cII, S (k ), S&(k), and It can be obtained from the reg-
ular solution model (see Appendix). These calculations
show that the contribution to ((hc ) ),~ from equilibrium
fluctuations can be larger than that from the average
composition of a phase. The resulting values are shown
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in the graphs on the right in Fig. 18. Although reason-
able agreement is obtained between these values and the
trend of the integrated scattering data, caution is re-
quired in using this comparison to estimate the extent of
phase separation because of the Auctuation contributions
and the k,„dependence. For example, ((b,c ) )(t) does
not necessarily grow monotonically with time, but could
exceed ((b,c ) ),q

at some intermediate time, particularly
for large values of k

It is also instructive to compare the measured structure
factors to an estimate of the eventual equilibrium struc-
ture factor of the two-phase system, S,q(k). This can
likewise be calculated by considering the average compo-
sition and the fluctuations in each phase:

S, (k)=P[(c —co) 8~ 5 (k)+S (k)]

+(1—P)[(cp —co) Svr 5 (k)+Sp(k)] . (27)

At very long times, the scattering from the coarsened
two-phase domains will have collapsed to a 5 function at
zero wave number, and the remaining scattering will be
from the equilibrium fluctuations in each phase. This
late-time limit, calculated from the regular solution mod-
el, is shown as a dashed line on each graph on the left of
Fig. 18. One can see that the measured structure factors
grow towards an asymptote that is significantly higher
than S, (k), indicating that the observed exponential re-
laxation is not simply the attainment of the final equilibri-
um structure.

D. Material parameter drift due to structural relaxation

The apparent changes in fit parameter values with time
following the quench (as shown in Fig. 13) can be attri-
buted to structural relaxation, a generic feature of glassy
systems. This interpretation is suggested by the larger
amplitude changes found for deeper quenches. Effects of
structural relaxation on material parameters have been
considered in previous analyses of spinodal decomposi-
tion in glass-forming oxides. ' ' ' In those analyses,
large structural relaxation effects were invoked to explain
the large discrepancies between the experimental data
and the CHC theory. In the present study, a much small-
er effect would explain a much smaller discrepancy be-
tween the data and the DIF theory. Since the effect of
structural relaxation on material parameters in glassy
systems is poorly understood, unequivocal analysis of the
kinetics of any process following a quench is not possible.
The relatively shallow quenches used in this study should
tend to reduce any structural relaxation effects.

The DIP theory suggests that the time scale for
structural relaxation in glassy systems may often be simi-
lar to that for spinodal decomposition or other
interdiffusion processes at small length scales. When the
components have very different mobility, DIF theory pre-
dicts that viscous Bow is the rate-limiting step for
interdiffusion over length scales smaller than k, . Thus
di(fusion of the slowest species (e.g., the network) over
molecular length scales gives the time scale for both
structural relaxation and interdiffusion, making it
dificult to ever observe the effects of each process sepa-
rately.

E. Generality of results

The structure factors observed in this study all have a
characteristic asymmetric peak shape, wider on the
high-wave-number side than the low-wave-number side,
and the position of the peak remains relatively constant
during each run. Such behavior has also been found in
all previous small-angle x-ray-scattering studies of spino-
dal decomposition in amorphous oxides. "" Since
this behavior is reproduced by the kinetic equation of the
DIF theory (but not that of the CHC theory), it is likely
that the DIF kinetics are applicable to all of the previous
data. The systems used in all of these studies have a large
difference between the mobilities of the diffusing species,
since they all phase separate into network- and modifier-
rich amorphous phases. This is consistent with the DIF
theory result which explains the behavior, i.e., that
viscous Aow is the rate-limiting step for interdiffusion at
small length scales when there is a large difFerence be-
tween the mobilities. In contrast, studies of spinodal
decomposition in metal alloys in which the mobilities do
not differ typically find a symmetric peak in the struc-
ture factor which shifts with time, consistent with non-
linear extensions to the CHC theory.

The generality of the present results should be tested
by future studies which include longer times and compo-
sitions closer to the critical composition. Improved tech-
niques will make possible similar studies of other amor-
phous oxide systems such as Si02-Na20. The predictions
of the DIF theory could be tested further by a compara-
tive study of the Si02-8203-Na20 system, in which the
mobilities are not expected to difFer as much because
phase separation occurs between two network formers.
The theory should also be applied to studies of spinodal
decomposition in polymer systems. The conclusion
that viscous Aow can control the kinetics of spinodal
decomposition through the DIF mechanism has wide-
ranging consequences for the kinetics of other processes
such as nucleated phase separation, crystallization, and
interdiffusion in thin films or surface layers. Measure-
ments of composition profiles during the interdiffusion of
thin layers would be a direct test of this result.

V. CONCLUSIONS

Our ability to measure the small-angle x-ray scattering
in real time following direct quenches from the single-
phase region allowed us to study the early stage of phase
separation in an important range of temperatures: in
both the metastable and unstable regions, and both above
and below the maximum in the phase-separation rate.
While the scattering data agree qualitatively with the
linearized thermodynamics of the CHC theory (i.e., the
structure factor changes exponentially with time at each
wave number), the wave-number dependence of the
amplification factor does not agree with the simple
diffusive kinetics used in the CHC theory. Instead, quan-
titative agreement is found at each temperature using the
kinetics of the DIF theory for interdiffusion, giving
reasonable values of the material parameters pQ", pavo,
and po V&ohio as a function of temperature. The results of
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this study of spinodal decomposition indicate that defor-
mation to relax stress may be the rate-limiting step for
any process involving short-distance interdiffusion of
network-forming and network-modifying species.
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ln[(1 —y)/y]

and the mean-field spinodal temperature
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APPENDIX

T, =981 K for this composition.
The regular solution model can be used to estimate

values of pj"as a function of temperature for compar-
ison with the experimental values. The second derivative
of the free energy per mole fr with respect to composi-
tion y can be calculated from Eq. (A3):

d fr kii(T T,—)
dy' y(1 —y)

(A6)

This quantity is proportional to T—T, with a tempera-
ture derivative determined by the configurational entropy
term in Eq. (A3). The free energy per molecule used in
the data analysis differs from that used in the regular-
solution model because the molecules are defined using
expression (1) rather than expression (Al). These molec-
ular free energies are related by

36K
2+9c (A7)

d'f dc d'f' dy' dy 'dc' ' (A9)

where the derivative of the two composition variables is
given by

dc (2+9c )

dy 36
(A10)

Using the definition (10) of f", the regular solution result
(A6), and relations (A2) and (A8) —(A10) between the

composition variables, one obtains

2poks(T —T, )

%co�

(2+9co )(2—9co )
(Al 1)

The regular-solution model thus predicts that pQ" is
proportional to T—T, and that its temperature deriva-
tive is inversely proportional to the size N of the molecu-
lar units.

The regular solution model can be used to calculate the
compositions, volume fractions, and equilibrium struc-
ture factors of each phase which enter into ((b,c) ), and
S, (k ). The average compositions c and c& are obtained
by inverting Eqs. (A4) and (A2). The volume fraction de-
pends on the densities of the two phases. For small densi-
ty differences, it is given by

Likewise, molecular densities p and pz defined using the
units in expressions (1) and (Al), respectively, are related
by

2+9c
Py 36~ P.

One can then show that the free-energy curvatures are re-
lated by

T, =4y(1 —y)T, . (A5)

If the pseudobinary miscibility gap of Fig. 2 were replot-
ted using the composition variable y, it would be sym-
metric with a critical point at y= —,'. The composition
studied (co =0.10) corresponds to the off'-critical compo-
sition go=0. 62. These equations give T; =1021 K and

cp co 1 dp1+— (co —c )
cp c p dc

(A12)

using a value of 1/p dp/dc =0.12. The equilibrium
structure factors can be evaluated using the Ornstein-
Zernike form
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k, T
S (k)=

[p(d f /dc )(1+/ k )],
(A13)

2K

d2f/d 2

2K

d2f /d 2
(A14)

where ~z is the gradient energy coeKcient defined using
the regular-solution molecular units of expression (Al).
Like g and d f /dy, its values in the two coexisting

where g is the correlation length, and the denominator is
to be evaluated at c . It is convenient to use the expres-
sion

phases are equal. It is related to v by

(2+9c) X
Ky

— K (A15)

To evaluate g, the same value of ter =3.4X 10 erg cm
was used at each temperature, obtained from the value of
potco in Table II. The estimates of ((b,c) ), and S, (k)
shown in Fig. 18 involve significant uncertainty because
of the number of approximations used, such as the as-
sumption that the value dp'/dc relating the structure fac-
tor to the scattering cross section is constant over the
two-phase region.
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