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An interatomic potential is presented, the rotated-second-moment approximation (RSMA), which
incorporates directional bonding through energy moments evaluated over directional atomic orbit-
als. When nondirectional orbitals are used, RSMA reduces to the standard SMA (which is
equivalent to the embedded-atom method), and is thus capable of describing metallic systems. A
model RSMA potential is constructed for 3d transition metals, with only first-neighbor shell in-
teractions, which can correctly predict the experimental trend in the relative stability of the fcc and

hcp structures.

The crucial ingredient for obtaining meaningful prop-
erties from an atomistic simulation is an accurate intera-
tomic potential.! Excellent interatomic potentials do ex-
ist for certain classes of materials. For metallic systems,
the embedded-atom method? (EAM), and the equivalent
second-moment approximation® (SMA), work well for fcc
metals, alloys of fcc metals, and some bee metals. For co-
valent systems which are dominated by directional bond-
ing, a different approach is required. The majority of po-
tentials for covalent systems rely on three-body terms
that depend explicitly on the experimentally observed
bond angles, an approach that does not treat different
crystal structures on an equal footing, and usually lacks
flexibility. What would be highly desirable is a form of
interatomic potential that embodies more of the physics
and chemistry of directional bonding, can describe both
metallic and covalent systems, is easily transferable to
new materials and alloys, and is feasible for molecular dy-
namics (MD).

Driven by considerations such as these, a few workers
have recently proposed more advanced potential forms.
Baskes et al.* constructed Si and Ge potentials using the
EAM augmented by an angle-dependent density term.
Moriarty® derived a potential for Mo that maps a
density-functional formalism onto three- and four-body
radial and angular terms. Pettifor has proposed a bond-
order potential® based on approximations to tight-binding
theory. Carlsson et al.” developed the generalized
embedded-atom format (GEAF), which is discussed
below. Other examples also exist. !

We present here the rotated-second-moment approxi-
mation (RSMA), which incorporates directional bonding
through energy moments evaluated over atomic orbitals.
When nondirectional (s-type) orbitals are used, RSMA
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reduces to the SMA, and is thus capable of describing
metallic crystals as well. In the following, RSMA is de-
rived from intuitive quantum-chemical principles, and is
then shown to correspond to a well-defined approxima-
tion to the tight-binding recursion method.® A model
RSMA potential is then constructed for 3d transition
metals. The experimental trend in the relative stability of
the fcc and hcp structures is correctly predicted with
only the first neighbor shell.

9We begin by expressing the total energy of a material
as

RSMA _
E tot - Ebond + Epair

=2Ebond,i+%2 2 ¢(rij) . (1
i i j(FD)

(Throughout, sums over Roman indices are sums over
atoms). E\yq,g; is the bonding energy contribution due to
atom i. ¢(r;) is a pairwise potential, a function of the in-
ternuclear distance r;= Ir,.j|, representing core-core in-
teractions and neglected contributions to the true bond-
ing energy (such as double counting terms). The bonding
energy is defined as'®

E
Ebond’,-——“f_:ani(e)de , (2)

where n;(¢) is the density of states (DOS) projected onto
atom i. The Fermi energy E is found from

E
Nval=f_in,~(s)d£ , (3)

where N, is the number of valence electrons on atom i.
Obtaining the exact shape of the DOS would require

solving the many-electron problem for the material. The

RSMA method approximates the shape of the DOS from
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its first two energy moments. The mth moment,

,um,-=fw e"n;(e)de , 4)

can be computed'’!? for orbital |/,a) within a one-
electron tight-binding approximation,

Lmia={ia|H"i,a) , (5)

where a=1, ...
($,D55 - - - ,dxy, ..
atom is € .

Upon insertion of a complete set of orbitals, the second
moment for orbital a is

o= S 3 (,alAlji,B) B Hia) . 6

Jj(FD B

,Hop» 1S the angular momentum index
.). The energy of |i,a) for an isolated

(Throughout, sums over Greek indices are sums over 7,
orbitals). The hopping integral matrix elements in Eq. (6)
are assumed to have a two-center form; the radial depen-
dencies are parametrized and the angular dependencies
are determined by the Slater-Koster relations. !*

The total DOS for atom i is constructed as a sum over
contributions from each orbital

ni(s):Nz nia(:uliafy’Zia’s) ’ (7)
a

where n;, is normalized to unit area and N (=p;,) =2 is
the number of electrons in a full orbital (spin is neglect-
ed). wy;, and V/ u,;, provide the center and “width” of
;o Tespectively. A few DOS shapes we have considered
include a bonding-antibonding pair of dirac 6 functions
(placed at wy;,=V 1a;4), a rectangle (the Friedel approxi-
mation!* to a d band), and a Gaussian. Simple shapes for
n;, allow an efficient inversion of Eq. (3), which, given
N, must be solved for E.

If an s-orbital basis is used, the second moment be-
comes a scalar, uz,s. The SMA bonding-energy expres-
sion Eyopg ;= "\/#2,',5 is then derived'! by neglecting the
first moment and using a half-filled Gaussian DOS.

If the first and second moments resulting from a direc-
tional (non-s-type) basis are placed directly into Eq. (7),
the resulting DOS (and hence the energy) is not invariant
to rotation of the coordinate system, a fatal flaw. Similar
behavior has been observed by Inoue and Ohta!® in the
recursion method. To achieve rotational invariance, the
second-moment matrix, defined as

My lap= 3 3 CialBliy) Gy LB, ®)
JjFD y

is diagonalized (M ,,U=UL ,;, with [L 5 1,,=A3; o)
and the eigenvalues {A,; ,} are employed as the p,;, in
Eq. (7). This step provides the crucial rotational invari-
ance of the energy expression. The diagonalization has
the effect of rotating the orbital basis, with the eigenval-
ues corresponding to the second moments evaluated in
this rotated basis. The desired first-moment matrix ele-
ments { ,u“aWj can then be computed as the diagonal ele-
ments of U'M ,;U. Looking ahead to MD applications,
this rotation of M ;; complicates the calculation of
dEyong,i /d1;;, because the derivatives of U cannot be
evaluated analytically. To avoid this, we now make the
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approximation that M ;; and M ,; have the same eigen-
vectors. This is true by symmetry for fcc and ideal hcp
lattices, but not for arbitrarily distorted geometries.
Given this assumption, the first-moment eigenvalues can
be expressed as a function of the second-moment eigen-
values,

)"li,a:fZI(}‘Zi,a)_‘r-ng(Xﬁ) > 9)

where Xy, =Tr[M 5, 1/1 -

The steps for calculating a RSMA bonding energy for
atom i can be summarized as follows. First, the orbital
basis, the DOS shape, and the form for the radial hop-
ping integrals are specified. Then, to compute E,,,,4 ; for
a given geometry of neighbors about atom i, (i) construct
and diagonalize M ,;, (ii) obtain A,; , from Eq. (9), (iii)
construct the DOS [Eq. (7)], (iv) compute E from Eq. (3)
for a specified number of electrons (N,, ), and (v) com-
pute Ey,4,; from Eq. (2).

The RSMA can also be obtained from a well-defined
approximation to the matrix recursion method.!®* Trun-
cating after the first recursion, the DOS on atom i can be
expressed’® as a trace of the Green’s-function matrix
(resolvent)

n;(e)=TrG ;(¢)
=Tr[—(1/m)Im(zI—M ,,—M ,;/z)"'], (10)

where Im represents the imaginary part, z=¢+iE as
E —0, and [ is a unit matrix of order n,,. In this con-
text, the SMA is derived from Eq. (10) by computing in
an s-orbital basis M, =pu,,; , setting M ;=u,;;=0,
and half filling the resulting DOS, n,(e)=
8(s+\/y2,»,s)+8(s—\/,u2,-’s).

To compute the DOS from Eq. (10) using directional
orbitals, the trace must be properly evaluated using M ;;
and M ,;. Assuming Eq. (9), insertion of the spectral rep-
resentations of M ;; and M ,; into Eq. (10) yields

ni(e)= Y —(1/m)Im(z -—)»”’,1—7\2,-’&/2)*1

a

=N 3 N 8e—r)+N 8(e—r), (1

a

where

o T = h 1025V (M o /20 Ry (12a)

N7 =180 (A10/2)/V (M o/2)+ Ry 0] 5 (12b)

and N=2. The form of Eq. (11) is consistent with Eq. (7)
as long as the rotated first and second moments are used
to parametrize the n;,(g). Note that the positioning of
the two & functions in Eq. (11) differs from the bonding-
antibonding DOS mentioned above, and the two 8 func-
tions now have unequal weights. To compensate for per-
forming only one recursion in generating Eq. (10), it is
reasonable to try other forms for the orbital-projected
DOS, as discussed above.

Before going on to an application of the RSMA, we
discuss the GEAF potential for Si developed by Carlsson
et al.” The GEAF potential contains three types of
many-body terms. They derive a second-moment term
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from Eq. (10) above with (i) M ,; constructed from an s-
and p-orbital basis, (i) M ,; neglected, and (ii) a half-full
sp® band (appropriate for Si). The other two GEAF
terms are a dipole term, which depends on the off-
diagonal s-p coupling in M ,;, and a fourth-moment term,
which depends on the trace and eigenvalues of M ,; and
on the trace of the fourth-moment matrix. In contrast,
the RSMA includes both first and second (but not higher)
moments.

To demonstrate the RSMA potential, we compute the
hep-fee stability, AE(hcp—fcc)=E,,(hcp)—E,,(fcc), of
3d transition metals using a first-nearest-neighbor (NN)
model. Although d metals are not usually considered as
directionally bonded materials, the partial occupation of
d valence orbitals provides some angular character that
augments the overall metallic character. Experimentally,
d metals with a nearly empty valence shell are hcp,
whereas those with a nearly full valence shell are fcc. An
atom in either the fcc or ideal hep structure has 12 NN’s,
with the difference between the two structures arising
purely from the angular symmetry (O, for fcc, Dy, for
hcp). AE(hcp—fcc) thus depends only on E,,4; the pair-
wise terms cancel. While the SMA (or any centrosym-
metric potential) cannot differentiate between the two
structures until third NN’s, the partially occupied 3d
shell leads to a difference at the first-NN level if angular
effects are included.

The (ialf|j,y) are computed by applying the
Slater-Koster relations using the two-center radial hop-
ping integrals ddo, ddw, and dd8. Within a canonical
d-band model,'® ddm =C,,2W (S /r;)° (in the notation
of Ref. 9), where C,=—6, C,=4, Cs=—1, S is the
Wigner-Seitz radius, and W is an approximate band-
width.'® The parameters appropriate for Ni are used, !
yielding 2WS°=7.57 eV A’. To speed computation, the
d-orbital basis on each neighbor (j) is made spherically
symmetric by setting C5=1/C2+2C2+2C2 =v70,
C3=0, C§=0. (The full d basis is retained on atom i.)
The same qualitative results are obtained if the full d
basis is used for the neighbors (though smaller fcc-hcp
splittings result) or if the parameters'® from any of the 3d
metals are employed, where ddo ranges from 0.1 eV for
Sc to 0.06 eV for Cu.

From the rotated second moments, the first moments
are assigned as Ay ,=sA, ,—sA, with s=0.5, which
gives a zero trace of the first moment and is consistent
with Eq. (9). The resulting DOS using the rectangle mod-
el for n;, is shown in Fig. 1 for both the fcc and hcp
structures. Each rectangle is centered at )\1i,a+5?,a with
width 1124, ,. The rotated second moments (and the
first moments by definition) exhibit O, and D;, crystal-
field splitting patterns'” for fcc and hcp, respectively, evi-
dent on the edges of each DOS.

The trend in the d-band filling is obtained by filling the
DOS one electron at a time (N,,; =1,2,...,9), leading to
the AE(hcp —fcc) values shown in Fig. 2 for the rectangu-
lar DOS, Gaussian DOS, and recursion DOS [Eq. (11)].
Assuming a filled 4s shell, the rectangular DOS, the
Gaussian DOS, and other shapes we have tried each pre-
dict the correct trend: hcp is more stable for d! and d2
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FIG. 1. RSMA density of states (DOS) for nearest-neighbor
interactions using the rectangle model for the orbital-projected
DOS. Upper plot, fcc; lower plot, hep.

and fcc is more stable for d® and d°; the stability is quali-
tatively insensitive to the choice of DOS shape. The
SMA model gives a straight line at AE(hcp—fcc)=0. In
the middle region of Fig. 2, the bce phase is most stable
experimentally (except for Mn, which exists in a “‘com-
plex” structure). In this simple model no conclusions can
be made about the relative stability of bcc, as it has only
eight NN’s and thus a different E ;.. If the second mo-
ments are neglected (equivalent to crystal-field theory!?),
then AE(hcp—fcc)=0 for d! and d2. If the first moments
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FIG. 2. Energy difference between ideal hcp and fcc struc-
tures for nearest-neighbor interactions as a function of d-band
filling. Solid circles, rectangular DOS; solid squares, Gaussian
DOS; solid triangles, recursion DOS [Eq. (11)]; open circles, rec-
tangular DOS with the first moment set to zero; stars, FP-
LMTO results estimated from Fig. 1 of Paxton et al. (Ref. 18).
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are neglected (A;;,=0), the hcp-fcc stability curve (open
circles in Fig. 2) is nonzero but exhibits electron-hole
symmetry. The first moments thus make it possible to
favor one structure for a few d electrons and the other
structure for many d electrons; they do not simply pro-
vide a constant energy shift. Also shown are non-spin-
polarized full-potential linear-muffin-tin-orbital (FP-
LMTO) results,'® which display an extra oscillation (as
N, is varied) not predicted by the Gaussian or rectangu-
lar DOS models. The recursion DOS does show this ex-
tra oscillation, although it does not predict the correct
hep-fec trend. The only free parameter in the present
model is s, which is fixed at 0.5 by minimizing
AE(hcp—fce) for d'; other values for s give the same
trend.

The ability of the RSMA to distinguish fcc from hep at
first NN’s using only first- and second-moment informa-
tion is perhaps unexpected. Ducastelle and Cyrot-
Lackmann'? showed that the first nonidentical traced
mth moment, Tr[M ,, ;], is m=4 for the two structures,
and Glanville et al.'® showed that Tr[M s ;] is needed to
find converged agreement in the hcp/fcc trend using the
recursion method. We find that the second moment is
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sufficient to distinguish hcp from fcc when the whole ma-
trix is used. Moreover, the first moment, which is usually
neglected in approximations to tight binding, can provide
the desired electron-hole asymmetry.

In conclusion, the RSMA potential incorporates direc-
tional bonding through the use of directional orbitals (the
valence orbitals for the element of interest), rather than
fitting to explicit angles, and contains the highly success-
ful SMA as a subset. Parametrization can be effected
through the radial shape of the hopping integrals and ¢,
the form of Eq. (9), and the shape of the DOS. Chemical
trends can be determined by varying the number of
valence electrons N,,. The extension to heteronuclear
materials, including mixed covalent-metallic systems,
should be straightforward.
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