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Electronic disorder, gap states, orbital depairing, and dynamics
of percolative superconductors near T,

J. C. Phillips
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(Received 29 June 1990)

A theory based on local energy gaps and local gap states explains entropy transport observed by
Palstra et al. in YBa&Cu307 single crystals in crossed electric and magnetic fields above T, . The
theory also suggests that many of the reversible dissipative effects observed below T, and conven-
tionally ascribed solely to free vortex motion {flux flow) may have a more complex microscopic ori-
gin. The observation of entropy transport above T, provides fundamental evidence for the micro-
scopic separability of localized and extended states.

High-temperature superconductors (HTSC) generally
contain high concentrations of defects and are strongly
disordered electronically. ' As a result, conventional
theories of superconductivity and normal-state Auc-
tuations must be modified to include percolative effects.
Here I show how percolative effects alter qualitatively
several properties of HTSC near T, . I note that much of
the broadening of the resistive transition and its lack of
sensitivity to the Lorentz force has been discussed in the
context of a Joseph son interlayer coupling model.
While this model explains non-Lorentz effects, there
remain broadening effects of the magnetization' which
are not described by the Abrikosov theory of the mixed
state. '" More striking still are the many anomalies ob-
served above T„ including Lorentz transport, which are
the focus of this paper.

In crossed electric and magnetic fields, vortices trans-
port entropy, giving rise to heat How with a transport line
energy U& which has been measured' on single-crystal
YBa2Cu306 9, with the results shown in Fig. 1. In
Ginzburg-Landau (GL) theory, U& is proportional to

~
M ~, and below T„where both M and U& are linear in T,

this feature of GL theory is observed. However, al-
though the linearity is retained as M increases, the slope
itself decreases. ' This result cannot be explained by GL
theory or by a homogeneous model which neglects the
effects of static disorder. Moreover, above T, there
should be no vortices and U& should be small if there are
only dynamical two-dimensional fluctuations.

From Fig. 1 we see that the main effect of increasing H
is to broaden the transition, which explains both the
reduction in linear slope below T, and the tail above T, .
Below T, the broadening can be explained qualitatively
by inhomogeneities in %' combined with the repulsive
vortex-vortex interaction. In terms of the GL parameter
~=A, /g, where A, is the penetration depth, g the coher-
ence length, and' ~-400, dM/dT ~ —~ is dominated
by short-wavelength fluctuations in g. For small H and
low-vortex densities, the nearly normal vortex cores will
occupy the regions where 4 (%,„and g )g,„, giving
large values of ~dM /dT~. With increasing H and increas-
ing vortex density, the repulsive vortex-vortex interaction
will force the vortices into regions with larger 4, smaller
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FIG. 1. Entropy transport in crossed electric and magnetic
fields in single crystals of YBa&Cu307, from Ref. 12.

g, and this reduces the magnetization slopes.
To understand the origin of the tail in U& for T )T„

we compare the functional trends in the curves in Fig. 1

with those obtained in numerical simulations of the effect
of thermal disorder on exciton bands. ' The average os-
cillator strength per state for these bands is shown in Fig.
2 for various temperatures (analogous to H in Fig. l) as a
function of frequency (analogous to T in Fig. l). The
similarity for T )T, in Fig. 1 to the region A~) —0.5 eV
in Fig. 2 is striking and it is not accidental. The exciton
oscillator strength depends on the electron r„and hole rh
coordinates in the exciton wave function P(r, —rI, )

through ~P(0)~, so the exciton oscillator strength is a
core property, just as the vortex entropy transport is as-
sociated with the normal states of the vortex core. ' At
higher T, thermal Auctuations cause increasing absorp-
tion on the high-energy side (fico) —0.5 eV) of the exci-
ton band, corresponding to exciton-phonon absorption.
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At larger H due to Lorentz forces, vortices are driven
into local (static) superconductive regions with 4 )4„
and T, (local) & T, (bulk), giving rise to U& & 0 for T )T,
(bulk).

The picture of static local superconductivity just
presented explains the results shown in Fig. 1, but it is
apparently inconsistent with the Auctuation diamagne-
tism, ' which is very small ( —10 ) above T, . In the lo-
cal or dirty limit, where the electron mean free path
l «g, these regions would be expected" to make a con-
tribution to y of order the fractional volume f times
[1—T/T, (local)], and their contribution to U& could be
no larger. Yet above T„U&) 10 U& (max). This in-
consistency can be removed by assuming that we are in
the nonlocal or clean limit where 1))g. Then if the di-
ameter of the region of interest is d =g, before the car-
riers moving under the inAuence of the Lorentz force can
close their orbits to form a vortex, they leave the super-
conductive region and lose their Meissner susceptibility.
This process can be called strong nonlocal orbital depair-
ing.

The usual theory of spin and orbital depairing assumes
that we are in the dirty limit where interactions are local
and series expansions in 4 [or b,(r, r)] and V%' are val-
id. " In the present case, 4 is smoothly varying, but
b. =h(r, r') need not be local. Because it cannot be treat-
ed by perturbation theory, this case has not been solved,
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FIG. 2. Exciton oscillation strength (in arbitrary units) as a

function of temperature in a one-dimensional model, from Ref.
13. Note the functional similarity of these curves near
E = —0.5 eV to those shown in Fig. 1 near T=88 K. The re-
sults for d=2 and 3 in Ref. 13 are similar, but the broadening
with T is smaller and less well-resolved by the numerical simula-
tion.

but for the diamagnetic susceptibility y we can guess the
answer. With co, =eH/m*c and Uz~=d, Lorentz orbital
closure for one electron is determined by co,~=eHd/p~c.
This parameter is the one that characteristically appears
in perturbative solutions of one-electron transport equa-
tions in electromagnetic fields. However, the Meissner
current is collective, and in the nonlocal case cannot be
calculated perturbatively by a series expansion in powers
of the coupling parameter g. This is also true for the mi-
croscopic superconductive condensation energy, which is
proportional to exp( —g ), and a similar relation may
hold for Auctuating Meissner currents. Then for the non-
local susceptibility one could have y=exp[ —(co,r) '].
With d &10 cm and U~=10 cm/sec, r=10 ' sec and

10, giving a negligible diamagnetic susceptibility
above T~.

This model, however, above T, eliminates the vortices
which were supposed to contain entropy-transporting
normal states in their cores. It still leaves residual local-
energy gaps, and we know from Raman scattering experi-
ments' that there are states in the bulk energy gap below
T, . The density of these states is linear in AE =E —EJ;.,
so it is unlikely that they are produced by orbital pair-
breaking, which would give a different energy depen-
dence. " (The linear dependence is explained in
quantum-percolation theory (QPT) as the result of locali-
zation. '

) Whatever their origin, these states in the re-
sidual local-energy gaps can be occupied by normal elec-
trons and are available for entropy transport, so that they
can explain U& & 0 for T )T, in Fig. 1 without produc-
ing a large y. Specifically, electrons in the localized
states cannot carry even a fluctuating Meissner current,
because their extent is also & g, but they can transport
entropy. Above T, this transport will require energy
transfer from electrons in the superconductive regions to
phonons in the normal matrix in which the isolated su-
perconductive regions are embedded. The eKciency of
this conversion is unknown but it is presumably small,
which is why U& is so small above T„even though the
filling factor f associated with the percolating supercon-
ductive regions must smoothly increase with decreasing T
to f—

—,
' at T=T, .

To summarize the discussion so far: in small regions
above T, we may have local-energy gaps accompanied by
states in the gap. These states can transport entropy but
the regions may be too small to support vortices and a
comparably large Meissner current. On the other hand,
the comparison between Fig. 2 and Fig. 1 is so close that
it appears that states in the gap not connected with vor-
tices could also be responsible for entropy transport and
dissipation below but near T, . In other words, even
below T„where there are vortices, the vortices may be
largely pinned by inhomogeneities in +, and most of the
measured value of U& may still be associated with
Lorentz forces acting on electrons in the localized states
in the gap associated with static disorder. Unlike normal
states in vortex cores, these localized states are present'
even when H=O. These remarks apply equally well to a
wide variety of dissipative efFects (electrical resistivity, ac
magnetic susceptibility, and so on) which have been phe-
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susceptibility threshold for diamagnetic vortex forma-
tion. Lowest is T, the crossover temperature from re-
versible to irreversible behavior. At T I suggest that dis-
sipation in vortex core states becomes comparable to that
from gap states outside vortex cores. While the vortex
array may also freeze near T„, the key point is that it is
only below T„ that most of the dissipation is localized in
the vortex cores. This model is consistent with the con-
tinuity of U& through T, shown in Fig. 1.

The scale of lengths discussed here is microscopic and
lies in the range between 10 and 10 A. This is still larger

0

than the atomic scale below 10 A which is relevant to
the electronic interactions responsible for high T, s and
large E /kT, ratios. However, in strongly disordered
materials it is generally assumed that whatever factor(s) is
(are) responsible for qualitative material differences on
one scale is probably responsible for these differences on
the other scale as well. Thus the present microscopic
theory is closely connected to my atomic scale theory' of
the origin of high-temperature superconductivity which I
call quantum-percolation theory (QPT). As in any two-
Auid model, the separation of localized from extended
states reduces entropy, and the question of whether
such separation is possible is the critical issue in all mi-
croscopic theories of metal-semiconductor transitions. '

To the extent that the present microscopic theory is suc-
cessful in explaining entropy transport above T„ it pro-
vides fundamental support for this separation at the
atomic level.

After submission of this paper, an extensive study of
the effects of radiation damage on critical currents and
magnetization irreversibility in Y-Ba-Cu-0 appeared.
The authors find that although damage greatly enhances
J„ it has almost no effect on the irreversibility line.
Their discussion shows that all conventional models
based on vortex coordinates alone do not explain their
data. As explained above, Aux Aow in conventional mod-
els is related to dissipation in vortex cores, but in cu-
prates dissipation can also occur in the intrinsic gap
states which lie outside vortex cores. Thus we have two
sets of dissipative coordinates instead of one, and quite
generally the relations between J, and the irreversibility
line which apply in conventional unicoordinate models
for conventional materials need no longer hold, regard-
less of the geometry and nature of vortex interactions
alone. More specifically, radiation damage has almost no
effect on the intrinsic gap states associated with native
Fermi-energy pinning defects, which I now believe are as-
sociated with 6% native apical oxygen vacancies. Most
probably the radiation breaks CuO chains and forms lo-
cal tetragonal clusters. The vortex lines are probably
pinned by these clusters, which would have much lower
T, 's, thus increasing J, . In this model all the difficulties
are resolved.

I have benefited from conversations with A. T. Fiory,
K. E. Gray, W. K. Kwok, A. Millis, and T. T. M.
Palstra, as well as critical reading by M. L. Cohen.

nomenologically described in terms of Aux (vortex)
Aow. ' Such a description is pictorial and convenient
below T„but as we have seen, it fails to describe U&
above T, . Because of its convenience it will probably
continue to be the most popular description, ' but it is
well to remember that for distances of order g or less, a
description in terms of localized intrinsic gap states may
be preferable.

Below T, a crossover occurs at T = T„between reversi-
ble and irreversible behavior, usually described as Aux
How or creep, respectively. The behavior in the latter re-
gime is described in terms of a thermal activation energy
parameter Uo )0, which is found to decrease with a large
negative curvature as H increases. ' At T=T the ac-
tivation energy Uo appears' to be zero, signaling the on-
set of reversibility. There are two ways to describe this
onset of reversibility in the presence of inhomogeneities.
First, spatially with increasing H the vortex cores must
occupy regions where 4' is larger and approaches (4 ).
In the absence of long-range vortex interactions, "but ex-
cluding core overlap, we eventually reach the saddle-
point contours near half-filling when Uo =0. When
long-range interactions are included in a self-consistent
field, Uo will collapse at smaller fields H &H, z. Howev-
er, the spatial renormalization procedure here in the pres-
ence of inhomogeneities is difficult to visualize. This is
true of any model based on vortex coordinates alone,
such as vortex lattice or glass melting.

The second way is simpler and more easily understood.
Competition between disorder-induced gap states and
vortex core states can explain the origin of the crossover
temperature T where Uo=0, and its field dependence
T, (H). The disorder-induced or intrinsic gap states

0
(which are localized on a length scale d & 100 A) are lit-
tle affected by fields H & 10 T where the mean vortex
spacing is larger than d. At low fields near T, most of
the dissipation occurs in the intrinsic gap states which lie
outside the vortex cores. In this regime the vortices are a
weakly pinned dilute solute in the electronic bath provid-
ed by the gap states, and the system is reversible for labo-
ratory times. With increasing T, (H) —T, the number of
core states per vortex increases, and with increasing H
the vortex density increases. Increasing both factors in-
creases the fraction of the dissipation which occurs in the
core states rather than the disorder-induced gap states, so
that the latter no longer act as an effective solvent.
Below the crossover temperature T, (H), vortex interac-
tions dominate and irreversibility sets in. The energy
spectrum of the vortex core in the nonlocal (clean) limit
at high T is not known, but it seems likely that the main
reason T ( T, (H) is that a threshold T, (H) T) 0 is re-—
quired to bind core states well below the gap.

The foregoing discussion shows that in inhomogeneous
or percolative superconductors there are three important
transition temperatures, as distinguished from the one
that is found in homogeneous ballistic superconductors.
The highest is T,"", the onset temperature for decreasing
resistance due to percolative dendrites. Next is T, , the
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