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Correlation corrections to the conductivity of one-dimensional disordered hopping models

Radu Pitig and Paul Gartner
Institutul de Fizici si Tehnologia Materialelor (IFTM), Theoretical Physics Group, P.O. Box MG-34,
R-76900 Bucharest-Mdgurele, Romania
(Received 25 October 1990; revised manuscript received 26 December 1990)

Transport on a one-dimensional nonuniform periodic chain with a hard-core interaction is exam-
ined. The mean-field conductivity is rederived, and the first correction due to many-particle effects
is obtained. By letting the period go to infinity, the results are extended to nonperiodic chains, in-
cluding the random one. The case of the site-disordered system with two values of the site energy is

discussed in detail.

I. INTRODUCTION

Of the many interesting aspects of hopping transport,
two have polarized the attention of many theoreticians
during the past two decades.

First, there is the problem of transport through disor-
dered lattices, with particular emphasis on one-
dimensional systems (a review of the results up to 1981 is
given in the paper of Alexander et al.!). Exact formulas
for the velocity and the diffusion coefficient were obtained
by Derrida.? This subject has been studied intensively>*
(see also the references cited in Ref. 4). The problem
treated by these papers was essentially the random walk
(of one particle) in a random environment.

Second, there is correlated hopping. The interactions
among particles diffusing on a lattice may be treated in
the mean-field (MF) approximation. This leads to a one-
particle description, which often proves to be far from ac-
curate for real systems. In many cases, one has to take
into account dynamic correlations due to the interac-
tions. The simplest interaction, namely, the hard-core
one, which prevents the double occupation of one site,
makes correlations important in the case of tracer
diffusion>® and in the case of collective (chemical)
diffusion.>” The influence of correlations caused by more
complex interactions has also been studied (see Ref. 8 and
the references cited therein). All these papers dealt with
correlated hopping on periodic structures.

To our knowledge, the only paper to date intermediate
between these two trends was that of Tahir-Kheli® which
dealt with the effects of disorder on the correlated tracer
diffusion in one dimension.

In the present paper, we present a calculation of the
hopping conductivity of a disordered one-dimensional
lattice by taking correlations into account. We deal only
with the hard-core repulsion among particles diffusing on
a nonuniform chain.

In Sec. II, we obtain a formula that gives the first
correction to the MF result for the conductivity of parti-
cles hopping on a periodic one-dimensional lattice with
an arbitrary length of the elementary cell. This is done
by a stationary-flow approach due to Richards,® which
was also used in earlier papers.®!® By letting the period
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go to infinity, the results are extended to nonperiodic
chains. The first nontrivial correction is obtained by
keeping the nearest-neighbor dynamic correlator and
neglecting all the others.

In Sec. IIT we consider the particular case of a chain
with only two values for the site energies. A comparison
is made between one exactly soluble model, some other
periodic models, and the disordered one.

Some conclusions are drawn in Sec. IV.

II. THE CORRELATION FACTOR

A. The model

We consider a periodic one-dimensional lattice with N
equidistant sites per elementary cell and N, cells. Site i
has energy €;. There are N, particles with electric charge
e in the system and the concentration is given by

_ '
7NN,

2.1

An infinite chain is obtained by taking replicas of this
system and by imposing Born—von Karman cyclic condi-
tions for all the site-dependent quantities.

The occupation number of site i is denoted by »; and it
takes the values O and 1 for an empty and an occupied
site, respectively. The concentration ¢ may assume any
value in the interval [0,1].

A particle on site /i may jump to one of the two
nearest-neighbor (NN) sites i*1, only if the final site is
empty (Fig. 1), with probability per unit time (or jump

rate) W, ;.. By periodicity, we have

—_—
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FIG. 1. The hop of a particle to a NN vacant site. The direc-
tion of the electric field is indicated.
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i€Z, (2.2)

(2.3)

Ei+NTEp
Wiin i+nt1=Wiix1, I€EZ.

Evolution towards equilibrium is ensured by the
detailed-balance condition™!!

Wiislfi(l=fix )= Wiy i fim(1=f1) (2.4)
where f; is the Fermi function given by
fi={n;)o={1+exp[Ble;—u)]} ! (2.5)

with B=(kT)”! and p is the chemical potential. The
subscript O indicates the usual equilibrium average,
which is calculated for the hard-core interaction in the
same manner as for the free-fermion gas.

We consider a uniform constant electric field E parallel
to the chain (Fig. 1). This modifies the jump rate symme-
trically as follows:>#

eEa

+ -
! 2kT

LV:’,Eiil'_—I'Vi,iil + =W, in(1£4), (2.6)

where a is the NN distance and A is a shorthand notation
for eEa/2kT. Equation (2.6) is suitably chosen to
preserve detailed balance up to first order in E, which is
enough for the linear response o, the conductivity. We
will systematically discard higher-order terms in A.
When the steady state is established, o is given by Ohm’s
law:

_
= 2.7
o=% 2.7)

where j is the current density,

cev

j=Npev/V=—a— ) (2.8)
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with v the mean velocity of particles and ¥ =NN_a is the
“volume” of the system. The velocity is proportional to
the difference between the mean number of jumps to the
right and of those to the left in unit time>® (see also Ref.
12):

N
U=aNp_1Nc 3 Wi+ AN (1—=n,,1))

= Wi, (1=A)n; 1 (1—n;)) ]
N
=aN,'N, 3 & .

i=1

(2.9)

In Eq. (2.9) the { ) brackets indicate steady-state aver-
ages. No systematic way is known for calculating these
quantities, but they have one useful property which was
used in writing Eq. (2.9): They are invariant under
translation with aN. We also introduced the shorthand
notation £; for the whole quantity in the square brackets
on the right-hand side of Eq. (2.9).

In order to evaluate the velocity, we write down the
rate equation for the evolution of the time-dependent

mean occupation number of site i:>1!

d{n;),

dt =—&(t)+ & 14(2) . (2.10)

Let §; be the deviation of n; from its equilibrium value f;:

E=W, i (AHA (0= fi )= f 0 )€8;) — fi{(8; 1) —(8;8; 117 ]

—VVi+1,i(1_A)[fi—H(1_fi)+(1_fi)<8i+l)_fi+1<8i>_(6i8i+1>] .

Equation (2.12) is much simplified by introducing the fol-
lowing “symmetrized” jump rates:

W, in=w, i /i = fis)=Wisy (2.13)
and a “normalized” deviation 7;,
S5, n,—f;
= .14
ul s @ (2.14)
where by a; we have denoted
a;=f;(1—f;). (2.15)

Equation (2.12) is now easily rewritten as

n,=f;+6; . (2.11)
Let us write &; in terms of 8;:
(2.12)
[
§i:wi,i+1[2A+<7]i>_<ni+l)
+(fi—fi+1)<77i’7i+1>]: (2.16)
where we have used the obvious relation™?
(n;)=0(A) (2.17)

and we have kept only terms of order A, as discussed be-
fore.

B. The mean-field conductivity

The first approximation is obtained by neglecting all
correlations, i.e., by taking

(nim;i41)=0, (2.18)
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which means considering only linear nonequilibrium
effects.

In the absence of the field, this would lead to the fol-
lowing rate equation (see also Ref. 11):

d<77i>t

1
dt =-;[wi,i+1(<7’i+1>t_<ni)t)

+wi,i—1(<77i—l>t4_<7],' )1, (2.19)

which is essentially the one-particle equation, which has
been the starting point in studying the random walk in a
random medium!~* mentioned in our Introduction.

Returning to E+0, the steady-state version of Eq.
(2.19), or the MF version of Eq. (2.10) in the steady state,
reads
wi,i+1(2A+(ni>_<77i+l>)

=W, 2+, ) —<(n;)),

which means that both sides of Eq. (2.20) are independent
of i. We denote their constant value by Cyg:

(2.20)

Crmp=W; i 128+ () = 44)) 2.21)
which leads to
e ) =) 28— Coe Wy 1y (2.22)
and finally we get
<771>—-<77N+1>_<7]1>+2NA Cymr E w11+1 ’
i=1
(2.23)
CMF=%—_2A«WT,H))”, (2.24)
N2 W

I,l+1

where by ( - --)) we denote the cell average of a site-
dependent quantity.
The MF velocity is now calculated as

N
vmp=aN, 'N, 3 Cyp=2ac 'A(W; ', N1 (.25
i=1
and the MF conductivity is
j _CeUMF  ea —
== s Wi
(2.26)
By the lattice-gas version of the Einstein relation,
on 0 | 1
—,20n o 2 d
o ou ¢ du Na ,%f'
e’ 1 X
= — i | D 2.2
akT | N E, i ’ (2.27)

where n =N, » /' V, we obtain the MF diffusion coefficient
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_ , Cwilon! 22
METET ey '
wh1ch is proportional to (W; ', » !, a well-known re-

sult.!

It is clear that Egs. (2.25)—(2.28) are naturally extended
to any chain for which the N — o limits of the cell aver-
ages exist. One such case is the random chain, where the
limit is ensured by the law of large numbers. Of course,
other cases (e.g., aperiodic structures) can also be treated
in the present scheme.

C. The first-correlation correction

There is one second-order dynamic correlator in the
expression of £;, Eq. (2.16), namely, {7n,7;,,). We will
take this one into account for all values of i. It involves
NN sites and therefore it is the most important of all
two-particle correlators (see Ref. 8 for a detailed discus-
sion). Also, as 0=, <1, products of more than two 7’s
are smaller and can be neglected. While the accuracy of
the approximation cannot be judged by such arguments,
they indicate precisely that accounting for (7,7%;4,)
represents the first step beyond MF.

Let us introduce the following notation:

)»i:(f,'+1_fi)<ni77i+l> ‘

By the same arguments that led to Eq. (2.21) in the MF
approximation, we now get, successively,

(2.29)

E=W, i 1120+ (n;) —{n; 1) —2)=C, (230
<77[+1> <771> )"+2A szt+1’ (231)
N
(n)=Cny ) =C(n) +2NA— CEW,,H 2 A
i=1 i=1
(2.32)
—1 1 X
C=(W; L ) 2a—+ 3 4,
N =
P RO
MF oA (2.33)

The correlation factor of the conductivity is now easily
calculated:

f= o __C —1—
omr  Cumr
We are left with the evaluation of ((A;)). For this pur-
pose we write the rate equation for the evolution of
(n;n;,,),. The jumps contributing to its decrease are
shown in Fig. 2, while the reverse jumps lead to its in-
crease:

A »
2A

(2.34)

SN

i-1 i

» —

i+1 i+2

FIG. 2. Jumps that determine the decrease in {n;n; ).
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dt <nini+1)t=_fi§i+1+fi+1§i+aiwi+1,i+2(<77i”’7i+2)z_<"li77i+1)z)

+ai+1wi~1,i(<"7i+177i—1>t“<77i77i+1 )t)+ai(fi+2_fi+1)wi+l,i+2<77i77i+l7]i+2>t

+ai+1(fi—l_fi)wi—l,i<ni*lnini+l>t .

By using Eq. (2.30) and by neglecting all correlators ex-
cept {7m;M; 1), in the stationary state, we get

Clfimi—f)=b{mmi ), (2.36)
with

bj=aier; 1 i 42t a1y ;s (2.37)
and finally we obtain

(fiv1—fi )
A =c-HEL S (2.38)
b;
N i - i)2
(nn=c %2 % =Cd , (2.39)

i=1 i

where d is another obvious shorthand notation. By sim-
ple algebraic manipulation we get

f=0+d{ee N H71, (2.40)

which holds for any periodic model, i.e., any value of N,
and also for the disordered system, as was discussed at
the end of Sec. II B.

III. APPLICATION
TO A SITE-DISORDERED MODEL

We illustrate the general result, Eq. (2.40), with a chain
with two types of sites, 4 and B, having different poten-
tial energies € , and €5. The simplest ordered case is that
of the ABAB chain, where N =2. This is the only
known model for which the effect of correlations was ex-
actly accounted for.> We shall name it the Richards
model. We shall also consider some other ordered mod-
els and the random one.

Let z denote the fugacity,

z=exp(Bu) , (3.1
and let
E 4 p=exp(Be p) - (3.2)

The Fermi functions are given by

z

fA’B:m . (3.3)

If N, and N are the number of 4 and B sites per ele-
mentary cell,

N,+Npz=N, (3.4)
then the concentrations of 4 and B sites are
o N
A,B *N (3.5)

(2.35)

[
and the concentration of particles is given by

c=psfatpsfs - (3.6)

Equation (3.6) is solved to obtain the fugacity in terms of
concentration:

z=(1—c) {cE,—E,
+[(cE,—E|)+c(1—c)E (E5]"%} ,

(3.7)

where
Elz%(pAEA +pBEB) N (3.8)
E,=lE +Ej). (3.9)

The transition rates must obey the detailed-balance
condition, but are otherwise arbitrary. We make the fol-
lowing customary choice:

€, g
W, ;=W exp KT (3.10)
Thus, we have
Wy =Wf,A—=f)=Wa,, (3.11)
Wpep=Wag , (3.12)
Wp=Wpf 41— fp)=(W 1 Wpp)'"?. (3.13)

In the case of the Richards model, where the only
correlators that have a nonzero contribution to the con-
ductivity are the NN ones,’ Eq. (2.40), which is generally
an approximate formula, gives the exact result

(fa—fsP ]
fr= 1+~%€9~ (3.14)
A B

Let us calculate (W; ', » ' and d for the random
model. If by p,, we denote the probability of finding an
A A cluster in the chain, and we make similar notations
for the probabilities of other clusters, we have

PAA:pEi’ PBB:P§, PuaB=PBa~=PaPB - (3.15)

The same factorization holds for greater clusters, such as

Pasaa=P4 s (3.16)
and other similar relations. By Eq. (3.15), we get
2 2 -
- _ P4 Pz | 2P4Ps
« C]’Vi, i1+l » raridom = C)’VAA + WBB + C)’VAB ’
(3.17)

and by Eq. (3.16), we get
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pi ps P4Ps . PaPs

drandom =2(fA _fB )2pApB b + b + b + b > (318)
ABAA BABB ABAB AABB

where we have used the notation of Eq. (2.37) with spe-
cial indices for clusters of four sites:

bapaa=agW, +ta,W 4, bpap=(a,+ag)W 4,
(3.19)

bpapp=a,WrptagW 5, bypp=a, Wgz+azW,, .

For the sake of simplicity, we will take p , =pp=0.5
from now on.

We also consider a simple periodic model, with N =4,
namely, the one having 4 ABB as the elementary cell.
For this case, we get the same probabilities of two-site
clusters as in Eq. (3.15), and thus the same MF result.
The correlation factors of the three models considered up
to now are given in Fig. 3, as functions of concentration.
For this particular illustration, the energies were chosen
so that E5=10E ;. One would be tempted to draw the
conclusion that disorder softens the effect of correlations.
This would be a hasty and incorrect statement. First of
all, Eq. (2.40) is only an approximate formula, and nei-
ther the result for the random chain, nor the 4 ABB re-
sult is exact, although we believe that they are reasonably
close to the true values (the argument being the success of
the first nontrivial approximation in more complicated
hopping systems®!®13). Second, but more important, we
have easily found some ordered models with a higher
value of the correlation factor than the random one, an
aspect that will be discussed below.

Let us take the 4 ABB model and ‘“scale” it thus:
AAABBB (N=6), AAAABBBB(N =8), and so on.
For N =2n, we get

-1

_ _ —1 n—1 2
(W ) 1=2n |+ + ,
SRk W 44 W Wy
(3.20)
PR
g=Sa=ls) (3.21)
nb 4 4

For increasing values of n, d becomes vanishingly

« 10
2 0ok A 27
- -~
509 % =
< NS -7
u 0.8+ \.\\\\___,_////
Sozt T
~
go.s- / .
0.5 1 1
&0z 04 06 08 10
(&)

CONCENTRATION

FIG. 3. The correlation factor of the conductivity vs concen-
tration for three-dimensional models with two types of sites: the
random chain (— — —), the 4 ABB chain (—. —.—- ), and the
Richards model (——). The energies were chosen so that
exp[Bleg —e 4)]=10.

small, and so the correlation factor can grow arbitrarily
high towards the limiting value 1, and the system be-
comes uncorrelated for n— . This is not surprising,
since it is the 4B bonds that are important for the corre-
lations to be effective.

Let us then examine one particular class of periodic
systems, namely, those with a fixed value of the concen-
tration of 4B bonds. We take

Pap=Pp4=0.25 (3.22)

as for the random chain, Eq. (3.15). This restriction leads
to a more proper comparison between order and disorder.
It is interesting to note that from Eq. (3.22) it necessarily
follows that

P44=pPpp=0.25 (3.23)

and therefore all these systems have the same
«W; L1 M 7" as the random one. The correlation factor
is determined by the distribution of four-site clusters, i.e.,
by the values of b;, Eq. (3.19). For ¢ <0.5 and € 4 <gg,
we have

fa>f5 > (3.24a)

a,>ap . (3.24b)

For ¢ > 0.5 the inequality (3.24b) inverts, but the follow-
ing discussion holds by analogy, and so we shall consider
Egs. (3.24) to hold true. Then, for Egs. (3.19), which are
immediately written as

b4paa :\/aAaB(aA +\/aAaB)W ’
bBABB=\/aAaB(aB +\/aAaB)W R

— (3.25)
bspap=V aagla,+ag)W ,
b 44pp=2a 403 W,
the following inequalities are evident:
bpaa>bapan>b44ss>bpanp - (3.26)

Another relation which is important for the following
considerations is readily shown:
1 4 | )
byapp  baass

(3.27)
bapaa

The ordered systems which have equal concentrations
of A A, BB, and AB clusters, have N =4n. For n =1, the
only model is the 4 ABB one, which, by Egs. (3.26) and
(3.27), is seen to have a higher value of d and consequent-
ly a lower f than the disordered chain. For n =2, there
are three such systems: 4A4AABABBB, AAABBABB,
and BBBA AB A A. For the first one, we obtain the same
value of d as in the random case, and thus an equal f (and
an equal 0); for the other two, we get, by Eq. (3.26),
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Fa—fa’ [ 1 1
d444BBABB = 4 bs 188 + b 1 1n8 >d random »
(3.28)

(fa—S8) 1 1
dpEpaaBAA ™= 4 b ipas + b s 1nm <d random -
(3.29)

In the frame of the present approximation, the correla-
tion factor depends essentially on the relative concentra-
tions of four-site clusters. While in the random chain
these clusters appear in equal proportions, it is clear that
one can devise ordered systems in which clusters with
smaller or greater b’s are dominant and so obtain smaller
or larger correlation factors, respectively. Thus, one can
say that disordered chains do not occupy privileged posi-
tions among one-dimensional correlated hopping systems.

Let us note that all the cases analyzed indicate that the
exactly soluble Richards model does occupy such a spe-
cial position. Due to the fact that this model has only
AB bonds, all (f;,,—f;)* factors in Eq. (2.39) have a
nonvanishing value—in fact, the same value—and the d
factor in Eq. (2.40) seems to be maximal, which leads to a
minimal value of f.
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IV. SUMMARY AND CONCLUSIONS

We calculated the hopping conductivity of a one-
dimensional lattice gas that has no other interactions ex-
cept for the hard-core repulsion.

By considering stationary flow on a periodic chain, in
the presence of a uniform electric field, the MF conduc-
tivity as well as the first correction due to dynamic corre-
lations were obtained. The results were easily extended
to nonperiodic chains.

While the MF conductivity of a one-dimensional disor-
dered system has been known for quite a long time,? the
present paper presents an attempt to estimate the
influence of correlations for such systems. Calculations
were made by neglecting all 7 correlation functions ex-
cept the NN ones: {7;%;+17, i =1,2,...,N, 1, being
the deviation of the occupation number n; from its equi-
librium value.

The general formula that was obtained for the correla-
tion factor f, Eq. (2.40), was discussed for the particular
case of a chain with two site energies. Several periodic
models as well as the random one were considered. We
found periodic systems with both stronger and weaker
correlation effects than the completely random chain.
Therefore it is clear that the latter occupies no special po-
sition as far as the correlations are concerned. On the
other hand, numerical evidence suggests that in the
Richards model their effect is maximal.
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