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Positron states and lifetimes at defects in the copper oxide superconductors I a2 ~Sr Cu04,
YBa2Cu307, and Bi2Sr2CaCu208+ are calculated with use of the superposed-atom model.
In the Bi2SrqCaCu208+ compound, we find that the smaller metal-ion vacancies appear to
only bind positrons weakly, while missing oxygens do not trap positrons. In contrast, metal-ion
vacancies in La2 Sr Cu04 and YBa2Cu307 bind positrons by 1 eV, and oxygen-related
defects appear to be the weak-binding sites in these materials. The sites that bind positrons
only weakly, by energies k&T, are of particular interest in view of the complex temperature
dependences of the annihilation characteristics that are observed in these materials.

I. INTRODUCTION

The copper oxide superconductors are structurally
complex materials. Their parent insulators are some-
what simpler but are nonsuperconducting. To produce
the metallic phases that become superconducting, the
parent compounds must be doped, possibly with im-

purities, as in La2 Sr Cu04 (La 2:1:4), or sometimes
by changing the stoichiornetry, as in YBa2Cus07 (Y
1:2:3),and BiqSr2CaCuqOs+ (Bi 2:2:1:2). Some of the
defects have low mobility, while some, such as oxygen
in Y 1:2:3, diffuse readily, and defect-free crystals are
not easily produced by, for example, the annealing pro-
cesses used for conventional metals. In fact, maximally
defect-free samples of the oxide superconductors, which
have well-characterized residual defects of known concen-
tration, are not yet available. If such samples could be
produced, they would certainly be helpful in establish-
ing the still-mysterious mechanism of superconductivity
in these materials.

Such samples would probably not be particularly use-
ful in applications, however. More likely materials are
the granular ceramics and thin films, and the junctions
that will be used in devices. Some defects, such as those
responsible for Aux pinning, add useful properties to the
materials.

As a consequence of both the unavoidability and de-
sirability of defects in the oxide superconductors, studies
of these defects are important. There are several atomic-
scale probes that are sensitive to defects, and the positron
is one of these probes. Positron annihilation is a well-

established technique for studying defects in metals and
is becoming useful in similar studies of other materials.
Methods for the calculation of positron states and anni-
hilation characteristics for defect-trapped positrons have

been developed, and the procedures work extremely
well for metals, where most of the emphasis has been
placed. The agreement between calculated lifetimes and
the measured values for the defect-trapped positrons is
often only a few ps, and the trapping and the annihilation
characteristics of positrons at defects in metals seems to
be be quantitatively understood. A similar understand-
ing of these processes in semiconductors and insulators
is evolving. Nevertheless, positron studies of such
complex, unusual, and poorly understood new materials
seemed intimidating, and were primarily driven by the
unexpected apparent sensitivity of positrons to super-
conductivity in these materials. At present, much
of the experimental work is directed toward establishing
whether or not a Fermi surface exists within the bulk ma-
terials, and this requires the positrons to be in untrapped,
delocalized, Bloch states.

In addition to the temperature dependence of anni-
hilation parameters that may be associated with super-
conductivity, complex temperature dependences are ob-
served that may be, at least in part, due to thermal
detrapping from weakly bound positron states. The
observed annihilation characteristics are also sample de-
pendent, further supporting the view that positrons are
trapped at some defects in the oxide superconductors. In
fact, perhaps because of this, the "bulk" lifetimes repre-
senting annihilation from the untrapped positron Bloch
states are not yet established to any great degree of preci-
sion and reproducibility. To illustrate, some experimen-
tal results for reported Bloch-state lifetimes are collected
in Table I. YVhen more than one lifetime component
is observed, the trapping model must be used to ex-
tract the Bloch-state lifetime r~. For Table I, we have
quoted results where either it seemed clear that the trap-
ping model analysis had been carried out or where only
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TABLE I. Experimental values of the lifetimes of positrons in oxide superconductors. The bulk
lifetime is denoted r&, the short lifetime by r», and the corresponding intensity by I». Values near
T, and the changes b, r = r(T 0) —r(T, ) on cooling to T 0, are given

Sample

YBaq Cu306.0
YBau Cu306.s
YBag Cu307.0

YBa2Cu307.0
YBayCu307 0
La».s5 Sro.»g Cu04
Lag Cu04

Ref.

14
14
14
30
31
15
25

rn (ps)

180
167
176

158-176
190
175
177

rg (ps)

139+7
139+7

72—125

Iz (Fo)

65
70
100

8-21
100
100
100

Ar (ps)

10

—15
10

a single lifetime was found. The intensity Ii of the short
lifetime rq is included and is listed as 100% where only a
single lifetime was found. %here changes below T, were
reported, we give the value at or just above T, and the
change on cooling to T 0.

Table I shows that the experimental lifetimes are
somewhat uncertain, and probably sample dependent.
YBagCus07 ~ is the most extensively studied material,
and seems to show considerable sample-dependent vari-
ations of the lifetimes. Those for La2 ~Sr Cu04 are in
close agreement, and one is for the insulator, while the
other is for the superconductor. There are also lifetime
measurements on the thallium-based compound, but we
are unaware of any lifetime data on Bi 2:2:1:2. In sum-

mary, the observed behavior is complicated, and theoret-
ical guidance as well as careful experimental work will be
needed if the information contained in the positron data
is to be extracted.

Some theoretical information is already available.
Jensen, Nieminen, and Puska and later Barathi, Sun-
dar, and Hariharan20 used the same procedure that has
proved so successful for defects in metals to calculate
positron states at defects in Y 1:2:3. %e use the same
methods of calculation here, and present results as well
for two other classes of oxide superconductors, La 2:1:4
and Bi 2:2:1:2, in order to see what common features,
differences, and trends emerge from examining a series.
Reasonably good samples of these materials, which are
relatively straightforward to handle, seem to be attain-
able. The bismuth-based compound has a modulated
structure, but we consider only the periodic and stoi-
chiometric Bi2Sr2CaCuqOs.

II. CALCULATIONS

The calculations reported here use the superposed
neutral-atom electron densities and potentials, which
have a long history of use in conventional metals. These
were chosen for several reasons. One was that we wished
to compare our results with those of the two existing
calculations of which we are aware. Both of these
previous calculations were for some monovacancies in Y
1:2:3.A second reason for using these potentials was that

they give reasonable agreement with reported experimen-
tal Bloch-state lifetimes and so seem a realistic choice for
defect studies.

There are certainly objections that can be raised to this
approximation to the electrostatic potentials and charge
densities of the oxide superconductors. The parent insu-
lators are clearly ionic, and most of their ionic charac-
ter must survive the doping, which produces the metallic
and superconducting phases. In addition, the model uses
a positron-electron correlation potential and an annihila-
tion rate enhancement expression that describe positrons
in an interacting three-dimensional homogeneous elec-
tron gas (jellium), and need not describe the correla-
tions in the oxides particularly well, even in the metallic
phase. For semiconductors and insulators, various ex-
pressions for the correlation potential and lifetime en-
hancement have been used, and those developed by
Puska et al. seem particularly promising. The oxide su-
perconductors may resemble both insulators and largely
two-dimensional metals in various local regions within
the unit cell, and the electron response to local positive
probes is not yet understood in any detail. The present
and previous ' positron-lifetime calculations for these
materials are hopefully steps in that direction.

The positron ground states are calculated by solving
the Schrodinger equation in the potential constructed by
superposing the constituent atoms of the crystal, and the
overlap of the positron with the electrons is used to calcu-
late the lifetime. Momentum spectra could be produced
similarly, but the primary use of high-resolution momen-
tum spectroscopy is to measure the momentum spectra of
the electrons in good-quality crystals where defect trap-
ping is negligible, and electron-positron band-structure
methods are better for that purpose. Doppler broad-
ening is commonly used in defect studies, but the low res-
olution and different definitions of the parameters among
different laboratories make quantitative comparison with
theory difIicult. The lifetimes, both mean and multiple
as extracted from the trapping model, are preferable for
quantitative comparison of theory and experiment.

This procedure for calculating the positron states and
binding energies for positrons trapped at defects is well
established. s 4 ~ The Schrodinger equation is solved on a
three-dimensional grid of points. The calculations pre-
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sented here used the relaxation algorithm described by
Puska and Nieminen. 4 For delocalized Bloch states in
the undefected materials we use the computati. onal cell
0 & z & a/2, 0 & y & b/2, and 0 & z & c/2, where
a, b, and c are the lattice parameters, and the boundary
conditions are mirror symmetry at the faces. For bound
states, g(r) —+ 0 is used on the faces of the computa-
tional cell that are not mirror planes. For weakly bound
states it is necessary to use a larger computational cell
to obtain accurate energy values, requiring either large
arrays or a coarse mesh. In view of the uncertainties in
the positron potential for these systems, and also the cur-
rent shortage of experimental data on mell-characterized
samples for comparison, the calculations presented here
were limited to at most 31 x 31 x 61 points within and
on the faces of the computational cell.

The positron potential

pn+ F I n F ) (2)

where n+ is the positron density and n is the total elec-
tron density. For i", the parametrization of Boronski and
Nieminen was used. This is more convenient, and has
been shown by Jensen~ to give as good agreement with

consists of the electrostatic potential v, ~ of the surround-
ing atoms or ions and a positron-electron correlation term
v,~«. The electrostatic potential is the superposition
of the electrostatic potentials of the constituent (neu-
tral) atoms, obtained from electron densities calculated
in the local-density approximation using Ceperley-Alder
form of the exchange-correlation potential. The positron-
electron correlation potential vco«used ls a function only
of the local electron density n(r), which is obtained by
superposing the atomic densities. Typically, 500—1000
atoms within about 15 a.u. of an irreducible 8 of the
unit cell are used to construct the electron density and
potential within it, which are then used to build their pe-
riodic counterparts. The explicit form of v „is the fiit of
Boronski and Nieminen. The zero of our positron poten-
tial (1), and hence of the energies reported in the tables
of the following sections, corresponds to zero electrostatic
potential and zero electron density (so v,o„=0)—that
is, a positron outside the crystal in vacuum with no al-
lowance for surface dipoles.

We have calculated the positron lifetime in two ways.
One is the traditional procedure, using the Brandt-
Reinhiemer formulaz2 and enhancement factors of 1.5 for
core and d electrons. This requires a division of the elec-
tron densities into valence, d, and core electrons, and our
division is, as usual, somewhat arbitrary. We regarded
the 0 2s~2p~, Ca 4s2, Cu 4s, Sr 5s, Y 5s, Ba 6s2, and
I a 6s as valence electrons, the Cu 3dio, Y 4di, and I a
5di as d electrons, and the rest as core electrons. (This
latter distinction is, of course, irrelevant when the same
enhancement factor is used for core and d electrons. ) Our
second way of calculating the lifetime is by using

experiment for metals as the traditional procedure. We
find that the two formulas agree within a few picoseconds
in the oxide superconductors.

III. RESULTS

The results of our calculations are that some vacancies
in the oxides bind positrons as strongly, by 1 eV, as do
vacancies in conventional metals, while other vacancies
and substitutional defects either do not bind positrons
at all or bind them only marginally in our calculations.
In view of the uncertainties in the potential construction
and the coarse meshes that we have used at this stage for
such diR'use bound states, binding energies E~ 0.1 eV
must be regarded as inconclusive, as must a result of no
binding at a similar defect. However, weak positron Craps
with binding energies k~T are likely responsible for
at least some of the complex temperature dependences
observed in positron measurements, and are particularly
important because of this. We identify the kinds of defect
that give these marginal binding energies in the calcula-
tions as candidate sites for weak binding of positrons,
although the final answer will have to come from experi-
ment.

With these reservations, in the tables below we simply
quote the numerical values obtained in these calculations
on the mesh and within the computational cell cited in
each case. This gives some indication of the numerical
accuracy resulting from the tradeofF between cell size and
mesh spacing. It is not intended to convey the impres-
sion that the potential, electron density, and correlation
models are reliable to the accuracy given. The positron
energies have converged to better than the 10-meV accu-
racy of the tables.

The more tightly bound positron states are fairly well
localized within the vacancies, and the trapped-state life-
times are significantly longer than those of the delo-
calized Bloch states, by several tens of picoseconds for
E~ 0.5—1 eV. The weak binding traps cause only
small lifetime changes, probably too small to be experi-
mentally resolved. It would be interesting if they could
be distinguished instead by their binding energies, ob-
tained from measurements of the temperature depen-
dence. We present two sets of positron lifetimes 7-, one
from the traditional Brandt-Reinhiemer calculation, and
one from the all-electron parametrization of Boronski and
Nieminen. 5 We prefer the conceptual and computational
simplicity of the latter, and our discussion of the results
will refer to them when specific values are needed. The
comparison ls 1Ilcluded in the tables simply as further
evidence that the diRerences between the two are small.

After some experiments with the mesh spacings and,
for bound states, the distance at which the wave function
could be set to zero, we decided on the following proce-
dure. A mesh spacing of about O.la 0.4 A seemed ade-
quate, and allowed us to conveniently place the boundary
8—12 A. from the defect. If no binding was obtained, we
then investigated the possibility that this was simply due
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to the imposition of the bound-state boundary condition

g+(r) = 0 at too small r, leading to too much kinetic en-

ergy, in the following way. The Bloch-state energy was re-
calculated on a coarser mesh. The defect calculation was
then repeated with use of this mesh spacing so that the
zero boundary condition could be applied at larger dis-
tances without excessively large numbers of mesh points.
The reason for repeating both calculations on the coarser
mesh is that numerical errors are presumably minimized
by subtraction of energies (to give binding energies) ob-
tained from calculations that use the same mesh spacings.
The Bloch-state energies did change slightly between the
two meshes, and the details for each set of calculations
are listed in the tables in the following sections.

O-
O

a
C0
0
C OO-
(D 0)0
C0

(00
Q-

A. La 2:1:&

The positron Bloch state wave function in defect-free
La 2:1:4 is shown in Fig. 1, and the results for vacan-
cies in La 2:1:4 in Table II. In Table II, the dimensions
of the computational cells are given as multiples of the
lattice parameters. (For La 2:1:4 and Bi 2:2:1:2,a = b.)
The results for the two computational cell sizes and mesh
spacings show that the calculation of low binding ener-
gies takes some care and that at the meV level the final
answers have to be experimental. If the computational
cell is too small, the localization kinetic energy exceeds
the binding energy, and no binding is obtained. For very
large computational cells, the mesh spacing has to be
fairly large, which induces errors indicated by the differ-
ences in the Bloch-state energies, although the subtrac-
tion of like from like should minimize the errors in the
binding energies. Nevertheless, when binding energies
of less than a few tenths of an electron volt are found in
these calculations they must be interpreted only as possi-
ble indications of a weak-binding site, while the absence
of trapping in the calculations does not rule out weak
binding.

FIG. 1. The positron wave function for the delocalized
Bloch state in La2CuOq. The contours are in steps of 0.001
(dashed lines) from 0.001 to 0.004 and steps of 0.005 (solid

lines) from 0.005ao i to 0.045ao . The normalization is to
one e+ per unit cell.

The notation for the ions is that used by Pickett,
among others. The crystal structure used was that of
Jorgensen et al. ~4 The metal-ion vacancies bind positrons
strongly, with binding energies 1. eV. The binding
to oxygen vacancies is weak to nonexistent. Substitu-
tional metal ions —the dopants —do not appear to bind
positrons, at least in this model. We are led to conclude
that, in La 2:1:4, any temperature dependence of the
annihilation characteristics due to trapping should arise
from weak binding to oxygen vacancies or possibly by
diA'usion to more extended defects like grain boundaries.
This is in agreement with the observation by Wachs et
at. z of only a single lifetime in LaqCu04 and negligi-
ble defect trapping at 300 K if there were few metal-ion
vacancies and, in addition, either few oxygen vacancies

TABLE II. Calculated binding energies and lifetimes for positrons at defects in La2Cu04. Monovacancies are indicated
by V, and substitutions as Sr (La) for a single La replaced by Sr. The size of the computational cell and the mesh within it
are listed. Two calculated lifetime values are given. The one labeled ~B. is calculated by the traditional Brandt-Reinhiemer
formula with d and core electron contributions added, and AN is calculated from the all-electron parametrization of Boronski
and Nieminen.

Defect

D efect-free
Cu V
O(1) V (plane)
O(2) V (apex)
La V
Sr (La)
Defect-free
O(1) V (plane)
O(2) V (apex)
Sr (La)
Ba (La)

0.5
1.0
1.0
1.0
1.0
1.0
0.5

3.75
3.75
3.75
3.75

x 0.5 x 0.5
x 1.0 x 0.5
x 1.0 x 0.5
x 1.0 x 1.0
x 1.0 x 1.0
x 1.0 x 1.0
x 0.5 x 0.5
x 3.75 x 0.75
x 3.75 x 1.5
x 3.75 x 1.5
x 3.75 x 1.5

Cell axbxc Mesh

11 x 11 x 31
21 x 21 x 31
21 x 21 x 31
21 x 21 x 61
21 x 21 x 61
21 x 21 x 61
5x5x21

31 x 31 x 31
31 x 31 x 61
31 x 31 x 61
31 x 31 x 61

E (ev)
3.43
2.36
4.12
3.61

—0.83
4.12
3.31
3.42
3.25
3.39
3.48

En (ev)

1.07

0.06

~n (ps)

138
159

238

rnN (ps)

164

134
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or negligible binding to oxygen defects. Our calculated
Bloch-state lifetime in the defect-free crystal (Table II) is
shorter than the measured lifetime ("defect-free" in Ta-
ble I), however. Temperature-dependent lifetime changes
are reported in La 2:1:4, and the onset temperature ap-
pears indistinguishable from the superconducting T, .

Cu —0 CU

Bi —0 Bi

B. Bi 2:2:1:2

Singh et a!.2s have calculated the positron wave func-
tion in Bi 2:2:1:2using electrostatic potentials and charge
densities obtained from linearized augmented-plane-wave
electronic band-structure calculations along with the
same e+-e correlation potential as used here. Figure 2
presents our result for the Bloch-state wave function ob-
tained in the superposed neutral-atom model for compar-
ison. The positron density is greatest between the Bi-0
planes at z 0.2c and 0.3c, and extends up toward the
Cu-0 plane at z/c 0.45c.

The results for vacancies in Bi 2:2:1:2 are shown in
Table III. The structure used was that of Tarascon et
aL Positrons behave difFerently in this material. Aside
from the large Bi, the metal-ion vacancies bind positrons
only weakly or not at all, and we are unable to obtain
any binding to oxygen defects. Any experimental tem-
perature dependence associated with trapping at point
defects will arise from weak binding to metal-ion vacan-
cies. Figure 3 shows the positron wave function trapped
at a Sr monovacancy, where it is bound by only 0.1 eV.
Unlike some of the more difFuse weakly bound states,
the positron is largely localized in the vicinity of the de-
fect (possibly accounting for the relatively large lifetime
change), but the wave function still extends up toward
the Bi-0 planes. BiqSr2CaCu20s+ has a complex mod-
ulated structure that accommodates the extra oxygens.

Bi —0

Sj-—0

Cu —0

Ca Ca

(1 00)

FIG. 2. The positron density of the delocalized Bloch
state in Bi2Sr2CaqCu208. The contours are in steps of 0.0001
(dashed lines) from 0.0001 to 0.0004, and steps of 0.0005 (solid
lines) from 0.0005 to 0.003 e+/ao. The density is normalized
to one e+ per unit cell.

Dealing with such extended defects is computationally
more diKcult and is perhaps best postponed until the
positron potential in these materials is better understood.

C. Y 1:2:3

The positron Bloch-state wave function in defect-free
Y 1:2:3that results from our positron potential is shown

TABLE III. Calculated binding energies and lifetimes for positrons at defects in Bi2SrqCaqCu208. The size of the com-
putational cell and the mesh within it are listed. Two calculated lifetime values are given. The one labeled ~p is calculated
by the traditional Brandt-Reinhiemer formula with d and core electron contributions added, and ~N is calculated from the
all-electron parametrization of Boronski and Nieminen.

Vacancy

Defect-free
Bi
Sr
Ca
Cu
O(1) (Cn plane)
O(2) (apex)
O(3) (Bi plane)
Defect-free
Sr
Ca
Cu
O(1) (Cn plane)
O(2) (apex)
O(3) (Bi plane)

Cellaxbxc
0.5 x 0.5 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
0.5 x 0.5 x 0.5

3.75 x 3.75 x 0.5
3.75 x 3.75 x 0.5
3.75 x 3.75 x 0.5
3.75 x 3.75 x 0.5
3.75 x 3.75 x 0.5
3.75 x 3.75 x 0.5

Mesh

ll x 11 x 61
21 x 21 x 61
21 x 21 x 61
21 x 21 x 61
21 x 21 x 61
21 x 21 x 61
21 x 21 x 61
21 x 21 x 61

5 x 5 x 61
31 x 31 x 61
31 x 31 x 61
31 x 31 x 61
31 x 31 x 61
31 x 31 x 61
31 x 31 x 61

E (eV)
—1.61
—2.58
—1.70
—0.78
—0.24
—0.12
—0.51
—1.09
—1.66
—1.81
—1.57
—1.29
—1.17
—1.62
—1.65

En (eV)

0.97
0.09

0.15

~R (ps)

180
261
234

179
223

rnN (ps)

183
266
238

183
227
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FIG. 3. The positron bound-sta. te wave function at a Sr
monovacancy in Bi2Sr2Ca Cu 0 Tl '

is om
'

2 i u2 8. ie normalization is to
one e in the same sample. The atom positions on this y-z plane
are indicated, and the Sr atom labeled ~iS ' 'a e e i~r~ xs the missing one,

inri. 4. I
in Tab

'g. . T e results for vacancies in Y 1:2 3 h

in able IV. The structure used for Y 1:2:3was that of

4

iegrist et a 28 Positrons behave in this t
ess as in

is ma eria' more or
Co. The metal-ion vacancies trap positrons,

and the binding energies are 1 V h' h
to contribute tern

e, w ic istoolar eg

mal e
perature dependence because f tho er-

detrapping. Instead, in Y 1:2:3 it is h
related

i is t e oxygen-
i e y can i ates fore defects that are the most likel d d

weak-binding sites with E k T d, an temperature de-

FIG. 4. The positron wave function for the delocalized
Bloch state in YBa2Cu30 . Tu3 7. The contours are in steps of 0.001
'dashed lines from) m 0.001 to 0.004 and steps of 0.005 (solid

lines) from 0.005ao to 0.04a . Tho . ao . The normalization is to
one e per unit cell.

pendence well above T is repo t d ~por e . e conclude that
in t is material most of the experimental temperature de-

„arises frompendence, except for that correlated with T,
wea in ing to oxygen defects of various kinds.

The origin of this behavior, which makes Y 1:2:3and

Bi 2:2:1:2 is
'

qui e i erent, at least in our calcul t fu a ions, rom

, is illustrated by the dift'erence in theerence in e positron
c -s a e energies in the perfect crystals. It is about

5 eV higher in La 2:1:4 and about 3.5 eV higher in Y
1:2:3than in the more "open" B 2.2.1:2i:::structure. The
more open structure makes more room available to the
positron, and so it as
holes left b

it as ess zero-point energ . Si thy. ince e

two corn
by removing ions are about th e same in the

wo compounds, the "bound state" t th lla e sma er oxygen

TABLE IU. Calalculated binding energies and lifetimes for ositron
ll d h h h

' l' dare I t ' wo cakulated lifetime l T
dt-R h f l th d d

electron parametnzation of Boronski and Nieminen.
i an core electron contributions s a"ded, and ~N is calculated from the all-

vacancy at i0 — 0i&and
an xeminen. A crude approximation to a twin b

j and an 0 impurity added at ii- 0 Oj l bzs a' elled "twin. "
o a win boundary, which is simply O(1)an

Vacancy

Defect-free
Cu(1)
Cu(2)
O(1) (chain)
O(2) (plane a axis)
O(3) (plane b axis)
O(4) (apex)
Defect-free
O(1) (chain)
O(2) (plane a axis)
O(3) (plane b axis)
O(4) (apex)
Twin

Cellaxbxc
0.5 x 0.5 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 0.5
1.0 x 1.0 x 1.0
1.0 x 1.0 x 1.0
1.0 x 1.0 x 1.0
0.5 x 0.5 x 0.5

3.75 x 3.75 x 0.75
3.75 x 3.75 x 1.5
3.75 x 3.75 x 1.5
3.75 x 3.75 x 1.5
3.75 x 3.75 x 0.75

Mesh

11 x ll x 31
21 x 21 x 31
21 x 21 x 31
21 x 21 x 31
21 x 21 x 61
21 x 21 x 61
21 x 21 x 61

5 x 5 x 21
31 x 31 x 31
31 x 31 x 61
31 x 31 x 61
31 x 31 x 61
31 x 31 x 31

E (eU)

1.85
0.91
1.34
2.13
2.97
2.97
2.45
1.75
1.69
1.85
1.85
1.79
1.74

En (eV)

0.94
0.51

0.06

0.01

roan (ps)
164
197
177

165
181

189

rnN (ps)

157
200
181

158
170
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vacancy lies above the bottom of the positron Bloch band
in the more open structure, and those at the larger metal
ion vacancies lie much closer to it.

IV. THERMAL DETRAPPING

tOg f —D(T) lUf

where D is a temperature-dependent "detrapping ratio, "
and the trapping rate mg q will be supposed independent
of temperature. If the density of untrapped states has
the c ~ three-dimensional free-particle form, the tem-
perature dependence of D is

where E~ is the binding energy29. The prefactor

(m'/m, )s~' ( E~
g&aso g4~ Ry

(5)

The assortment of possible weak-binding sites found in
the calculations makes it plausible that such sites do exist
in the oxides, and a simple model can be used to illustrate
the temperature dependence of the mean positron life-
time that might be observed if weak-binding sites existed.
Our calculations indicate that the lifetime of positrons
trapped at those sites is likely only slightly longer than
that of the untrapped positrons, and the two lifetimes
may not be experimentally resolvable.

The model is the two-state trapping model discussed
by Bergersen and Stott, s in which the positrons can be
in either free states (f) or trapped states (t). Detailed
balance establishes the relation between the rates m for
trapping and detrapping, which is conveniently written

can be of order unity if, for example, the positron efFective
mass I,' is the electron mass I„the binding energy is
300 K, and the volume trap density g& corresponds to

5 x 10 per cell of Y 1:2:3. VVe do not yet have
estimates of rn* or the positron mobility, however.

Solving the rate equations for the trapping model gives
the mean lifetime

1+7;w&, [1 + D(T)]
~ 1+ r, wg, [rg/r, + D(T)] ' (6)

where Tg and rq are the two lifetimes. As an illustra-
tion, Fig. 5 shows the mean lifetime that results when

is 10% longer than ~g and the prefactor of (4) has
the values 1 or 10, which label the two curves shown.
The larger prefactor sharpens the crossover from 50%
trapping (for my q

——1/7y) at low temperature to essen-
tially all positrons untrapped at high temperature. This
crossover occurs at T EIr/k~

v. DrscUssrux

We were interested in studying a series of oxides to
see if there were common features and trends in the
positron characteristics. The trends that have appeared
are related to crowding and ion size. The materials
that we chose for study here were La2 (Sr,Ba) Cu04
with T, 40 K, Bi2Sr2CaCug08+ with a T, = 85 K,
and YBa2Cus07 with a T, 90 K. As viewed by a
positron, Ia 2:1:4 and Y 1:2:3 are noticeably the more
crowded, and positrons are firmly squeezed out of the
bulk and into the larger metal-ion defects. The ion sizes
as seen by a positron are roughly indicated by the ex-
tent of the electrostatic potential in the 1-eV range of
the positron zero-point energy, and these are compared
in I'ig. 6 for the ions comprising Y 1:2:3.These potentials
are superposed and then the positron-electron correlation
potential v, „is added, which results in a nonpairwise
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FIG. 5. An illustration of the eR'ects of positron ther-
mal detrapping from a weakly bound state. The trapping
rate mf ~ is equal to the annihilation rate 7f of untrapped
positrons, and the lifetime of the trapped state rt, is 10/0
longer than ry.

j./a,

FIG. 6. Comparison of the electrostatic potentials of the
isolated neutral atoms Ba, Y, Cu, and O.
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positron-atom interaction. Nevertheless, Fig. 6 remains
a reasonable guide. Oxygen is the smallest atom present,
and so removing oxygen leaves the smallest hole, and a
trapped positron has a high zero-point kinetic energy.
The Bi-based compound is different. In Bi 2:2:1:2,metal
vacancies give only weak binding, and positrons do not
trap at oxygen vacancies. The explanation seems to be
the following. The perfect crystal structure, as viewed by
a positron in its ground state, provides more open space,
and the ground-state energy (the bottom of the positron
band) is lower. A copper vacancy looks about the same
here as in La 2:1:4or Y 1:2:3,but as a consquence of the
lower band bottom, binding does not occur.

The neutral-atom potentials used in these calcula-
tions were chosen in part so that the results would

be directly comparable with those of the two existing
calculations of which we are aware, both of which
were for some monovacancies in Y 1:2:3. Where they
overlap, our results are in fairly close agreement with
those of Jensen, Nieminen, and Puska, and the dif-

ferences probably reAect uncertainties due to the mesh
spacings used. Our results differ in a number of respects
from those of Bharathi, Sundar, and Harihan.

A second reason for using these potentials was that
they gave reasonable agreement with reported exper-
imental Bloch-state lifetimes, and so seem a realistic
choice for defect studies. So far, since defected samples
are not particularly well characterized (with the possible
exception of a twin-boundary studyso), the only compari-
son with experiment that can be made to test the validity
of calculations is with the measured Bloch-state lifetimes.
Table I showed that the experimental lifetimes are some-
what uncertain, and probably sample dependent. Our
calculated Bloch-state lifetime in YBa2Cu307 is close to
the lower limit of the range of observations. That for
La2CuO4 is considerably shorter than the two reported
results, one of which is for the insulator and one for the
superconductor, and these two experimental values are

in close agreement. This is evidence for the diKculties,
referred to in Sec. II, with the positron-electron correla-
tion expressions that lead to problems with the potential
or lifetime expressions for this class of materials. The
fractional changes in lifetime on trapping, which are of'

the most interest, are expected to be more reliable than
the absolute magnitudes.

The question of the positron-electron correlation po-
tentials and rate enhancements suitable for these unusual
systems remains an interesting one. It will no doubt re-

quire both experimental and theoretical efforts to refine
these to the degree that has been accomplished for can-
ventional metals. The oxide superconductors are largely
ionic and highly anisotropic metals in which the elec-
tron correlations are probably strong. They have closely
related insulating parents with which comparisons can
be made. If the understanding of positron properties
in these materials can be developed to the extent that
has been done for conventional metals, positron anni-
hilation may become a useful materials-characterization
tool on these materials just as it certainly has become for
conventional metals. A purpose of the initial catalog of
defect-trapping characteristics presented here is to assist
and encourage that development. The other important
reason for furthering the understanding of defect trap-
ping is the hope of untangling this complication from ex-
periments that confirm that there indeed are changes in
annihilation characteristics caused by the onset of super-
conductivity, and which establish the changes in charge
distribution and response that accompany oxide super-
conductivity.
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