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Models of the self-trapped exciton and nearest-neighbor defect pair in Si02
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The adiabatic potential surface for triplet exciton self-trapping and Frenkel-defect pair creation
in Si02 has been studied with use of a periodic supercell model and a self-consistent intermediate
neglect of the differential overlap method for open shell. The results obtained confirm completely
the self-trapped-exciton (STE) model obtained earlier [A. Shluger, J. Phys. C 21, L431 11988)],mak-

ing it possible to interpret in greater detail the nature of its optical absorption and luminescence. It
is shown that in the case of the Si02 structure considered (the ideal P-cristobalite) the formation of
nearest-neighbor defect pair (NNDP) from the STE state requires surmounting an energy barrier of
about 1 eV. The electronic component of a NNDP comprises two E'-like centers localized on two
silicons surrounding a single oxygen vacancy, one of which is perturbed by the hole component of
the —Si—0—0—Si—"peroxide bridge. " STE and NNDP are shown to belong to the same adia-
batic energy surface with the minima corresponding to NNDP to be deeper than that for STE. Cal-
culated spectra of optical transition energies of NNDP include two transitions corresponding to
electronic-component excitation (6.1 eV for one E' center and 5.6 eV for another E' center, per-
turbed by a "peroxide bridge"), charge-transfer transition from a E' center to the peroxide bridge
(E,„=4.9 eV), and hole-component excitation (E,„=1.7 eV). The driving forces of the triplet ex-
citon self-trapping and Frenkel-defect formation are discussed.

I. INTRODUCTION

Irrespective of the fact that self-trapped triplet exci-
tons in crystalline and amorphous Si02 have been estab-
lished experimentally and investigated in a series of
works, ' their electronic and spatial structure is still
subject to discussion. The common feature of a11 the
models considered is that self-trapping is due to the dis-
placement of an oxygen ion from a regular lattice site
into an interstitial site' with the formation of an E'
center at one of the silicon ions neighboring the vacancy.
Deexcitation of an exciton in both crystalline (c-) and
amorphous (a-) SiOz gives rise to luminescence, whose

spectrum and temperature dependence have been investi-
gated in detail. ' The excitation spectrum of the exci-
ton luminescence in c-Si02 has been carefully measured
in a recent work. The initial state of the luminescence
has a lifetime exceeding 1 ms at low temperature. The
optical absorption of a- and c-Si02 from that state has
also been measured and found to be accompanied by the
annihilation of excitons. ' The self-trapping of excitons
brings about a large macroscopic volume change of the
samples. ' The magnetic-resonance parameters of the
triplet self-trapped exciton (STE) in c-Si02 have been
measured in Ref. 11 using optically detected magnetic
resonance (ODMR).

The formation of defects (E' centers) by electronic ex-
citation, which is assumed to be related to the STE decay,
has only been observed in a-SiO2. ' ' ' Their produc-

tion efficiency does not apparently exceed 0.01 of the
number of STE's formed.

The experimental data accumulated so far do not, how-
ever, allow drawing even a qualitative conclusion on the
spatial atomic structure of the STE, nor it is yet possible
to explain the experimental data in terms of a unified
model. A theoretical work by one of the present au-
thors' based on a self-consistent calculation of the elec-
tronic and spatial structure of the triplet STE in c-Si02
(P-cristobalite structure) has shown that exciton self-

trapping in this system is accompanied by weakening of
one of the two Si—0 bonds of an oxygen, as well as with
a small ( =0.3 A) displacement of the oxygen ion towards
an interstitial position. The distribution of electronic and
spin densities at the minimum of the adiabatic energy
surface, as calculated in Ref. 14, corresponds to the for-
mation of a mutually-perturbing nonbridging oxygen
(hole component) and an E'-like center (electronic com-
ponent of the exciton). The exciton luminescent energy
obtained in Ref. 14 is found to agree well with the experi-
mental energy. The distribution of the spin density found
made it possible to explain in a semiquantitative way the
large value of the zero-field splitting parameter D, as ob-
tained on interpreting the ODMR data. In a recent
work' based on an ab initio molecular-orbital (MO)
linear combination of atomic orbitals (LCAO) calcula-
tions of the electronic and spatial structure of a small
cluster, simulating the a-quartz structure, the same STE
model has virtually emerged. Additionally computed
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have been some magnetic resonance parameters, the
luminescence polarization, and the volume change. All
these quantities have agreed with the experimental data.
An important conclusion from this work is that irrespec-
tive of the stiffness of the Si—0 bond, a small displace-
ment of an oxygen ion is accompanied by small shifts of a
number of surrounding ions, which determines as a whole
the large volume change of the sample in the STE state. '

The above-described results shine light on the possible
STE model in c-Si02. Self-trapped excitons in some
nonmetallic solids like alkali halides are considered to be
the precursor of vacancy-interstitial pairs (defect pairs):
a STE and a defect pair are the configurations at the two
neighboring minima of the adiabatic potential-energy sur-
face separated by a potential barrier. Since defects are
known to be generated in a-Si02 by electronic excitation,
it is likely that a STE may have a decay path to a defect
pair. An important step in that direction has been taken
in Ref. 16, where on the basis of a theoretical analysis of
the temperature dependence of the exciton-luminescence
lifetime in a-SiOz the barrier height has been estimated
for the transition from the triplet exciton ground state to
the configuration of a nearest defect pair. However, the
method of quantum-rate theory used does not give
enough quantitative information on the structure of the
defect pair. In this way the question remains open.
Clearly, one of the pair components is the E' center,
whose optical absorption is observed in transient experi-
ments induced by irradiation with an electron pulse. '
Another essential point is the occurrence of a STE
luminescence on optical excitation of the so-called short-
lived E' centers, as investigated in Ref. 8.

In the present work, on the basis of a theoretical
periodic supercell model, free from the familiar limita-
tions of the cluster models, we have investigated subse-
quently the electronic and spatial structure and the opti-
cal characteristics of STE and a Frenkel pair in SiO~.
The results obtained confirm completely the exciton mod-
el, obtained earlier, ' making it possible to interpret in
greater detail the nature of its optical absorption and
luminescence. It is shown that in the case of the Si02
structure considered (the ideal Ig-cristobalite) the forma-
tion of a nearest defect pair requires surmounting an en-
ergy barrier of about 1 eV. The electronic component of
a pair comprises two E'-like centers localized on two sil-
icon ions surrounding a single oxygen vacancy, one of
which is perturbed by the hole-component —Si—0—
0—Si—"peroxide bridge. "

II. DETAILS OF COMPUTATION

Our purpose is to investigate the possibility of self-
trapping of a triplet exciton, calculate its electronic and
spatial structure, its optical characteristics, and to search
for decay modes in Frenkel defect pairs. One of the ways
of solving this problem is to compute and investigate the
adiabatic potential-energy surfaces of the crystal excited
states based on the multielectron theory of defect-
containing crystals. From the viewpoint of simulating
the exciton self-trapping the original equivalency of the
perfect lattice sites is essential. This condition is met by
the periodic model, which, however, has its limitations.

The main limitation is the mutual perturbation of
periodically arranged defects. It can be overcome by
considering larger cells. Such an approach, however, en-
counters enormous computational time in the case of ap-
plying nonempirical band methods (a detailed analysis
can be found in Ref. 17). An alternative approach, which
is adequate from the viewpoint of our present purpose, is
to use the supercell model [based on the large unit cell
(LUC) method' ' ], as well as the approximate MO
LCAO. For the quality of the latter we have chosen the
intermediate neglect of differential overlap (INDO)
method, which has nicely recommended itself in previous
computational work on defects and STE (Ref. 14) in
Si02. Combining the LUC method with the relatively
simple computational INDO scheme it is possible to in-
vestigate in sufticient detail the complicated adiabatic
surfaces at the excited states of the crystal within the
framework of the unrestricted Hartee-Fock (UHF)
method.

The basic computational relations for calculating the
total energy of the crystal within the framework of the
LUC method have been proposed in Refs. 17—19 and 23.
Below, we will briefly concentrate on the details of the
computational scheme employed presently, considering
for simplicity the equations for the closed-shell case.

The basic idea of the LUC model is in computing the
electronic structure of the unit cell extended in a special
manner (large unit cell) at k=0 in the narrowed Brillouin
zone (NBZ), which is equivalent to a band calculation at
those BZ k points, which transform to the NBZ center on
extending the unit cell. ' ' As indicated by numerous
computations, in ionic and ionic-covalent crystals a
fourfold- or eightfold-symmetric extension of the unit cell
(equivalent to a band calculation at three special points of
the BZ) proves completely sufficient for adequately repro-
ducing the distribution of the electronic density in the
perfect crystal. '

The electronic density-matrix elements in the atomic-
orbital (AO) basis of the LUC method are

POI y (k) ik IOI

keBZ

where p(k) are the density-matrix elements in the basis of
Bloch's combinations of AO's, / is the Bravais vector of
the lattice, as built up by the LUC, while N is the number
of LUC's in the basic region of the crystal. The total
electronic energy in this model is
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where I',",' are the elements of Fock's matrix, while H„'
are the elements of the one-electron part of Fock's matrix
in the AO basis. In the INDO approximation the latter
are assumed proportional to the AO p and v overlap.
The elements of the overlap matrix rapidly diminish as
the distance r„ is increased. For that reason, using the
cutoff function introduced in Ref. 23,

co( r„, )=Pq, , Ip„,,(0), ,

where
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The second term in (I) can be represented as
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the following approximations can be introduced for the
LUC, whose size is large:

g P„'~m„=p„„(0)gH„' co(r„, ) =p„(0)g H„'
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Here T„„are the matrix elements of the kinetic-energy
operator, (U Ao)ii are those of the electron-core interac-

""Ol
tion operator, R AB is the distance between the cores of
atoms A and 8, while ZA and ZB are their charges.

In the LUC method, the Hartree-Fock-Roothaan equa-
tions in INDO approximation have the form
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where
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Here e~(k) are the eigenvalues of Fock's matrix, while
occ is the number of occupied electronic states in the sys-
tem. Now the total energy of the crystal is

Er Uc= —,
' g Z„Zs(R„q) '+
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' g E,"

A&B A FLUC
Fpv Hpv +5~vCpp +Gpv + ~ pv

The one-electron part of Fock's matrix is

T„„—Zz( V" )„„+g H„„, p=v, pE A
1~0

H pv y H'„'„, pWv.
l

The Coulomb-interaction matrix is

where c„(0) are the LCAO coefficients in the LUC
classification, while the elements of Fock's matrix are
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The matrix of one-electron Coulomb and exchange interactions is

00 00
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0, pC A, vEB, AAB.
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Finally, the crystalline sum of exchange interactions
reads

00 11
G l~ pOl

pp vv
l

In all the above equations („„~z ) are the crystalline sums
of Coulomb and exchange integrals of (pv~i(. cr) type in
the basis of atomic orbitals. Inasmuch as the method of
computing the Coulomb C„„and exchange 6„,, crystal-
line sums has been presented in detail in our previous
works we will drop any further discussion of this impor-
tant point herein and will confine ourselves to only mak-
ing certain comments while describing the results ob-
tained.

Fock's matrix elements in the INDO approximation
contain a series of semiempirical parameters which are
optimized following a method described previously.

Currently we use a system of parameters that make it
possible to correctly describe the intramolecular and in-
termolecular interactions of the Si02 molecules, as well as
the electronic structure of the various Si02 rnodifica-
tions. ' ' %e used that same system of parameters in
earlier calculations of the STE structure in SiOz within
the framework of the cluster model. ' The AO basis in-
corporated the 3s and 3p AO of Si atoms and the 2s, 2p
AO of 0 atoms.

As we noted earlier, the LUC method presumes that
the super unit cell used in the calculations is obtained
through a symmetric extension of the crystalline unit cell.
As a reasonable compromise between the LUC size and
computation time for adiabatic potential-energy surfaces,
we choose the ideal P-cristobalite structure whose unit
cell contains six atoms (Si20~). Its fourfold extension re-
sults in a Si8016 LUC. The lattice constant optimized in
this model is 13.9 a.u. , while the band structure agrees
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well with the results of other calculations and reproduces
correctly the basic characteristics of the Si02 band struc-
ture. For example, the band gap of the crystal computed
in this model by the restricted configurational interaction
method is 8.1 eV, accounting for singlefold excited
configurations. As shown below, on using the LUC
method the mutual interaction of periodically disposed
defects starts affecting the results in a significant way
only when the next-nearest-neighboring defect pair is tak-
en under consideration. Referring basically to the quali-
tative significance of the results obtained, we believe that
on using the 13-cristobalite as a prototype structure for a-
and c-Si02 an adequate reproduction of features of
current interest will result.

Computation of the electronic structure of the triplet
excited state of the crystal was made by means of the
UHF method. However, for exploring the possibility of
radiative and nonradiative transitions in the ground
(singlet) state of the crystal, calculation of the pertinent
adiabatic energy surface is required. Comparing the re-
sults of both calculations is only justified within the
framework of a unified method. Consequently, we also
used the UHF method for calculating the electronic
structure of the singlet state of the crystal. This require-
ment and the laborious computation of the crystalline
sums of Coulomb and exchange interactions helps us to
undersand why we had earlier confined our first study of
that type to a relatively small LUC. To conclude, we
note that the spin projection carried out in each calcula-
tion shows that the value of S in the triplet state fails to
match 2 by only 0.002, making it possible to avoid using
the extended-spin HF method.

All optical-absorption energies of defects listed below,
as computed in the present work, were obtained as
differences between calculated self-consistent total ener-
gies of the ground and excited states of the system (the
hSCF method).

III. SIMULATION OF THE SELF-TRAPPING
OF EXCITON AND HOLE

The advantage of our approach is that in the initial
(ground) state of the system all sites of the cation and
anion sublattices of the crystal are equivalent. This
makes it possible to simulate to a certain degree of relia-
bility the very initial stages of self-trapping. The
difficulty in obtaining a perfectly definite result arises
from the fact that the crystalline sums of nonlocal ex-
change interactions (5) will diverge if all elements of the
density matrix P„', (1) are to decrease too slowly with the
distance, which immediately corresponds to the case of
delocalized electron and hole (or to a metal). This
phenomenon is of the same nature as the necessity of ac-
counting for the nonsymmetric points k E BZ when cal-
culating the band structure of metals. ' For that reason
our approach has been to find displacements of the lattice
atoms from their equilibrium positions, such as those
which can lead to self-trapping of an exciton in a triplet
state. Accordingly, we started from the presumption that
these should apparently be oxygen displacements, as evi-
denced by an analysis of the experimental data, showing
that Frenkel pairs are produced in the oxygen sublattice.

It should be noted that our method allows starting from
more general premises as well, which would, however,
lead to a significant increase in the number of necessary
computations in the particular case. As a matter of fact,

0
even a small (about 0.1 A) oxygen displacement perpen-
dicular to the Si—0—Si bond is shown to be sufficient to
bring about the significant localization of the hole onto
that oxygen, while the electron localizes onto the two
nearest-neighboring silicon atoms. Now, the best locali-
zation occurs in the case of oxygen displacements
lengthening only one Si—0 bond. Beginning with dis-
placements of about 0.2 A the spin density is already
some 70% localized onto the three ions mentioned. This
makes us confident in using Eqs. (1)—(5) for computing
the adiabatic energy surface. To reduce the computation-
al time, we minimized the total energy of the crystal in
the triplet state only relative to the displacements of the
O(1), O(2), Si(1), and Si(2) atoms, as shown in Fig. 1,
fixing all other ions in their site positions. The singlet-
state energy was calculated at the same values of the adi-
abatic coordinates as the triplet-state energy.

As mentioned above, the energy of the singlet-to-
singlet lowest electronic excitation of the perfect crystal
is 8.1 eV in our model. At the same time, the energy of
the triplet excited state, corresponding to a 0.2-A O(1)
oxygen-ion displacement from the lattice site, is only by 5
eV higher than the ground-state energy of the crystal.
The latter results from the Coulomb interaction of the
hole, almost completely localized onto O(1), and the elec-
tron, some 45% of whose density is localized onto the
Si(1) and Si(2) ions nearest to O(l). Further displace-
ments of the O(1) ion into an interstitial position are ac-
companied by a relaxation of the immediate-
neighborhood ions, only a small lengthening (about 0.046
A) of the Si(1)—O(1) bond and an increase of the O(3)—
Si—O(1) angle (by about 2'). In this respect the classical
displacement trajectory of the O(1) ion from the lattice
site to a new equilibrium position can conditionally be
termed "rotation" around the O(3)—Si(1) bond. The last

FIG. 1. Fragment of the ideal P-cristobahte structure. The
arrows show the directions of the ion displacements taking
place in triplet exciton self-trepanned and NNDP formation.
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0
TABLE I. Magnitudes of ionic displacements from perfect lattice sites (A) and energies at extrema

points on the adiabatic surface of the crystalline triplet state relaitve to the perfect-crystal energy (eV).

STE
The top of this
barrier between
STE and NNDP

NNDP
NNNDP

Qo(1)

0.39

1.12

1.73
2.39

Qo(2)

0.15

0.23

0.38
1.49

QSi(1)

0.12

0.17

0.25
0.34

QSi(2)

0.15

0.19

0.34
0.36

Qo(4)

0.45

3.85

4.85

1.35
0.21

statement agrees with the directions of the main
nonacoustic normal modes obtained in Ref. 27 as a result
of a- and P-cristobalite lattice-dynamics analysis. The
displacements of the remaining relaxed ions are shown in
Fig. l. Ions Si(l) and Si(2) displace virtually perpendicu-
lar to the plane of the nearest oxygen ions, while O(2) dis-
places "against" O(1) with an insignificant lengthening of
the Si(3)—O(2) bond (0.01 A). The displacements of the
ions from their lattice sites are shown in Table I. We
note that the value of the O(1)-ion displacement agrees
well with the one reported by us earlier' and also with
Ref. 15. Lowering the energy of the system relative to
the initial simulation point amounts to 1.15 eV. The
atomic structure at the minimum is depicted in Fig. 2.
The spin density is mainly localized in the region of the
Si(1), Si(2), and O(1) ions, and constitutes, respectively,
0.21e and 0.23e at 3s AO of Si(1) and Si(2) and 0.95e at 2p
AO of O(1). The remaining part of the spin density is
delocalized over the neighboring silicon ions. The redis-
tribution of the electron density is not that large: —0.7e
at O(1) and —0.2e and —0. 16e at Si(1) and Si(2), respec-
tively.

In this way, the hole counterpart of an exciton in our
model proves to be almost completely localized onto a
specific oxygen ion, displaced towards an interstitial posi-
tion. The electron distributes more diffusely centered at
the anion vacancy. For a comparison with experimental-
ly observed characteristics, we turn now to the optical

si(()
O 0

FIG. 2. Triplet STE model in SiO~.

properties of this system.
The difference in total energy of the ground (singlet)

state and the triplet state at the configuration correspond-
ing to the energy minimum of the adiabatic potential en-
ergy surface amounts to 2.7 eV. This is "vertical-
transition" energy from the triplet to the singlet term of
the system which compares favorably with the peak posi-
tion of the exciton luminescence [about 2.8 eV (Refs. 1, 3,
5, 7, and 9) in c-Si02]. The diffuse distribution of the
electronic component of the crystal excited state did not
allow us to carry out any self-consistent calculations of its
optical transitions. We believe, however, that the strong-
est STE absorption at 5.2 eV (Refs. 1, 3, 6, and 7) is due
to the transition of its electron component. The electron-
ic structure of the hole component is very near to that
which can be attributed to the nonbridging oxygen hole
center. Here, two types of optical transitions are possi-
ble: electron transitions between O(1)-ion p orbitals,
which are only partially allowed by the strong coupling
of that ion to its surroundings, and transitions from
quasilocal states in the valence band induced by the hole
on the O(1) ion onto the empty p orbital of that ion. Our
calculated transition energies of the former type are simi-
lar to each other and amount to about 0.6 eV. The quasi-
local states have a diverse nature, and their wave func-
tions spread over oxygen-ion orbitals of the nearest sur-
roundings of Si(1) and Si(2) and of the displaced oxygen
O(2) ion. The maximum value of the computed optical
excitation energy from these states comprises 3.3 eV.
There also is, however, a series of lower-energy transi-
tions because of the presence of several quasilocal states.
We consider it possible, ascribing the above-described
series of optical transitions from the quasilocal states to
the STE optical-absorption band in Si02, which exhibits a
peak in the range of 4.2 eV. The relatively low intensity
of that band is explainable by the familiar ' smallness
of the oscillator strength of transitions from quasilocal
states (see also Ref. 30), while its broadening to the red is
due to transitions from a variety of quasilocal states.
Based on the nature of the optical transitions described
above, one can also easily understand why excitons are
destroyed on optical excitation in the 4.2-eV band:
finding itself in a quasilocal state, the hole does not self-
trap (the way it does in alkali halides ), but starts migrat-
ing through the crystal, while the O(1) ion onto which the
electron is passed returns to its starting position at the
lattice site. In our opinion, the optical transition energy
of 4.2 eV corresponds to the absorption peaked at 4.75 eV
due to nonbridging oxygen atoms (NBOHC) in a-
Si02. ' Similarly we attribute the 0.6-eV optical transi-
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tion to the optical-absorption band of this center in the
2.0-eV range. ' Both absorption bands are shifted to
the red due to the small displacement of the 0 ion from
its site and strong interaction with the surrounding ions.

To check the latter assumption, we computed the ener-

gy of optical transitions of the same nature as the 0.6-
and 3.3-eV transitions but for larger O(1) displacements.
Confirming our expectations, we get, e.g. , 1.5 and 3.6 eV
on displacing by 0.9 A.

The above-described results appear, in our opinion, to
provide solid arguments in favor of the conclusion that
our obtained spatial and electronic structure of the triplet
excited state of Si02 can be attributed to STE. As follows
from our calculations, self-trapping results from the self-
consistent effect of several factors. In a wide-gap dielec-
tric with ionic-covalent character of the chemical bond,
such as Si02, the ionic counterpart of the bond leads to a
large crystalline field around the lattice sites, while the
covalent counterpart of the bond determines the Si04
tetrahedral structure and the 0—Si—0 angles. At the
anion lattice sites, the crystalline field creates a deep po-
tential well for the electrons but also an opposite-sign po-
tential for the holes. For that reason, oxygen displace-
ment to an interstitial position creates favorable condi-
tions for hole self-trapping thereon. On the other hand,
the electron component of a quasifree exciton, being at-
tracted additionally to the anion lattice site, undergoes a
predominant localization therein. In strongly ionic ox-
ides of cubic-lattice symmetry, this does not lead, howev-
er, to self-trapping (e.g., MgO and CaO). In the Si02
case, an essential role is played by the covalent com-
ponent of the bond, determining both the lattice symme-
try and the direction of the oxygen-ion displacements:
the electron-excitation energy appears sufficient to weak-
en only one Si—0 bond and displace the oxygen towards
the octahedral empty space of the Si02 structure. The
electron stimulates that displacement by localizing to
substitute for the 0 ion in the crystalline field. The re-
sulting energy gain by oxygen shift and electron localiza-
tion constitutes about 70% of the total heat of self-

trapping, while the remaining 30% comes from relaxa-
tion of the surrounding lattice. The decrease of the abso-
lute values of the matrix elements of the crystalline field
potential at the O(1) ion in its resulting position
comprises about 10 eV, while the corresponding one at
the Si(1) and Si(2) ions is about 3 eV, as compared to their
normal site. The latter stimulates the self-trapping of the
electronic and spin density in the region of these ions.

The natural question arises as to why should we not
apply this kind of reasoning to hole self-trapping onto
one of the oxygen ions, as suggested recently to model
one of the paramagnetic centers in a-Si02. The high
efficiency of generating hole-trapped Ge centers in e-SiOz
suggests that the holes are not self-trapped. Studying
this allows us to get a better idea about the role of the ex-
citon electron in the process under consideration. The
periodic model used by us makes it possible to consider
only neutral unit cells. For clarifying this point, there-
fore, we have undertaken the following approach: It is
known that atomic chlorine is a commonly occurring im-
purity in silicon dioxide which incorporates in an inter-

stitial position and remains paramagnetic. For that
reason we added a chlorine atom to the LUC considered
and found its equilibrium position in the lattice (see Fig.
1). Indeed, the Cl atom did remain neutral, while its sep-
arations from the O(4) and O(5) iona were equal to 1.47
and 1.53 A, respectively. Further, we displaced the O(1)
ion into a position, equilibrium for the STE case, and re-
planted its electron to the Cl atom. The energy of the
electronic state obtained was higher by 5.6 eV than it was
for Cl neutral. Computing the adiabatic potential of the
system in that electronic state showed that the O(1) did
not remain in an interstitial position but displaced back-
wards to the lattice site, the hole being delocalized over
the anions, which are now equivalent. This result indi-
cates that in the crystalline lattice considered, no hole
self-trapping is possible onto any of the oxygen ions near
its site. At the same time, in the exciton case the electron
is localized in the region of the anion site, which does not
let the anion return back to its starting position.

To conclude this section, we note that in the idealized
P-cristobalite structure, displacements of the O(1) ion to
both sides of the Si(1)—O(1) bond are equivalent. In the
case of more complicated crystalline structures, and a-
Si02, the differences in the local structure and the
Coulomb field gradient of the whole lattice can lead to
quantitative differences in the relaxational details of ions,
as well as in the STE characteristics.

IV. STRUCTURE AND OPTICAL PROPERTIES
OF DEFECTS

As it follows from the above-described results, the
self-trapping of an exciton is accompanied by the weak-
ening of the chemical bonding of the oxygen ion with one
of the neighboring silicon ions and by only a small
lengthening of the still tight chemical bond with the oth-
er silicon. For that reason it is difficult to expect that the
occurrence of defects in this system on its transition into
the second local minimum of the adiabatic surface in the
excited state of the crystal will occur by way of breaking
the latter bond. As a matter of fact, it appears that the
most economical way from the viewpoint of energy losses
is that in which the classical trajectory can be condition-
ally visualized as a further "rotation" of the O(1) ion
around the Si(1)—O(3) bond. However, it too would re-
quire surmounting a barrier of about 1 eV. Displace-
ments of the O(l), O(2), Si(1), and Si(2) ions from their
equilibrium positions in the perfect lattice corresponding
to the barrier top are presented in Table I. The direc-
tions of Si(1) and Si(2) displacements are virtually perpen-
dicular to the planes of the nearest-neighboring oxygen
ions (see Fig. 1). The O(2)-ion displacement goes as ear-
lier against O(1) and is accompanied by a small lengthen-
ing (0.03 A) of the Si—O(2) bond.

The defect pair configuration at which the adiabatic
potential energy makes a second minimum is shown in
Fig. 3, while the corresponding ionic displacements are
presented in Table I. The large gain in energy at this
configuration is due to the formation of an O(2)—O(1)
chemical bond and to a strong redistribution of the elec-
tronic and spin densities within the defect region. In the
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FIG. 3. Nearest-neighbor defect-pair model in SiO&.

configurational-coordinate range described, we investi-
gated three electronic states differing in multiplicity and
in the character of localizing the spin density: a singlet
and two triplets. We will briefly follow their basic trends
as the system evolves from the STE configuration to the
state, which we relate to a nearest defect pair. The mov-
ing force of this transition is the displacement of the O(1)
oxygen and the formation of the O(1)—O(2) bond.

As the system approaches the configurational-
coordinate point corresponding to the barrier, there is an
increasing localization of the spin density over the O(1)
and Si(2) ions (see Figs. 2 and 3). Near the barrier the
distance between the adiabatic surfaces of the triplet and
ground (singlet) states of the crystal decreases and two
surfaces quasi-intersect in the second minimum in the
barrier top region. On further increasing the displace-
ment of the O(1) ion and relaxing the remaining ions, an
increasing part of the electronic density, originally local-
ized in the region of the O(1) and O(2) anions, is now
redistributed in the region of the vacancy and localizes
predominantly onto the Si(1) and Si(2) ions. There are
three closely spaced adiabatic surfaces in the second-
minimum range. The top one of these corresponds to a
triplet state and a 75% localization of the spin density
onto the O(1)-O(2) quasimolecule. The adiabatic surface
of another triplet state is lower lying, virtually corre-
sponding to the localization of the spin density onto the
Si(1) and Si(2) ions. Energetically most favorable is the
singlet state of the system, which differs from the triplet
state only in the spin flip on one of the silicon atoms. The
minima of the lowest triplet and singlet states of the sys-
tern are virtually situated at the same configuration. The
magnitude of the singlet-to-triplet splitting at various
points on the adiabatic surface does not exceed 0.3 eV,
while being about 0.01 eV at the minimum point. The
difference in the electron density distribution in these
states is rather insignificant.

The character of the lattice relaxation, as well as the
distributions of electronic and spin density, tell that the

above-described singlet and triplet states correspond to
the formation of two weakly interacting E'-type centers
at the same anion vacancy, as well as a center close in
structure to the peroxide bridge. A comparison of the re-
sults of calculation with experimental results only for a-
Si02 can be made, since no defect pair is produced by
electronic excitation in a quartz. Furthermore no experi-
ment can be carried out for Si02 of the P-cristobalite
structure. We note, however, that the computational re-
sults of the optical-absorption energy of the system de-
scribe well the experimental optical-absorption spectra of
the metastable defects produced by irradiation with an
electron pulse at liquid-nitrogen temperature in a-Si02.
According to the calculation, the transition, correspond-
ing to the electronic excitation from 3s to 3p states local-
ized onto the Si(2} ion, has an energy of 6.1 eV. The
analogous excitation for the Si(1) ion requires 5.6 eV. Be-
sides, we considered the charge-transfer transition from
the Si(1) ion to the O(1)—O(2) bond. Its energy is 4.9 eV.
Finally, an energy expense of about 1.7 eV is needed to
excite the electron from bonding to nonbonding MO
within the Si(l}—O(1}—O(2)—Si(3) bridge. The former
two of the computed transitions agree well in nature and
excitation energy with the familiar ones for the E' center
in Si02 and correspond to the optical absorption of the
so-called unstable E' centers in a-Si02 reported in Ref. 8.
The spectrum obtained in Ref. 8 is strongly broadened to
the red. One of the possible explanations could be the
lower absorption energy of the Si(1) electron, perturbed
by the nearly situated peroxide bridge, and still displaced
charge-transfer transition. The latter explains also the
possible reason for the occurrence of an exciton lumines-
cence on optical excitation of the unstable E' centers in
a-Si02 by a laser at a wavelength of 222 nm (5.88 eV).
As a matter of fact, the electron transfer from Si(1) to the
nonbonding orbital at the Si(1)—O(1)—O(2)—Si(3) bridge
leads to the breaking of the O(1)—O(2) bond and the res-
toration of the exciton configuration because of their
Coulomb repulsion.

No optical absorption in the 1.7-eV range has yet been
observed in pulsed experiments. The investigation of its
kinetics could prove to be a method of evaluating the
model discussed above. We presume that the defect pairs
of this type are not produced in a-quartz because of the
nonradiative transition.

As follows from Table I, the second minimum on the
adiabatic energy surface lies much lower than the one
pertaining to the exciton. Qualitatively this agrees with
the extremely slow-decay kinetics of the optical excita-
tion of unstable E' centers reported in Ref. 8. The lack
of any parallel increase in the optical absorption due to
the metastable defects, accompanied by the destruction of
the self-trapped exciton in a-Si02, tells of the possible
recombination of the nearest pair of defects. We are not,
however, inclined to reestimate the accuracy of the nu-
merical values of the barrier heights of the direct and in-
direct transitions from the STE state to the NNDP state,
as determined here. They can be overestimated due to
both our failure to account for the electronic correlation
and to the interaction of the periodically disposed de-
fects.
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An unusual feature of our model is the predicted possi-
bility for the formation of two E' centers in the same
anion vacancy. One of these, localized in the Si(2)-ion re-

gion, is similar in its structure and absorption to the E'
center. The second one corresponds to the proposed
model of the unstable E' center. As shown by our cal-
culations, they perturb each other quite insignificantly
and can be regarded as separated in the optical experi-
ments. The last is confirmed also by similarity of E'-
center characteristics in the bulk and on the surface of
SiO~. At the same time, this model agrees quite well with
the known ionicity of Si02, corresponding to an oxygen
effective charge of —1.2e. ' Both the ionicity and the
displacernent of Si ions make it possible to keep the elec-
tronic density in the oxygen vacancy the same as the oxy-
gen effective charge. This corresponds to the charge- and
spin-density distribution found presently and makes clear
the meaning of the term "neutral oxygen vacancy. "

The results under consideration are however, contra-
dictory to the conclusion of previous works, which
predicted formation of a weak ' ' or strong ' Si—Si
bond in the neutral oxygen vacancy in Si02. Direct com-
parison of our results with these works is impossible be-
cause of the difference in the approaches of the simula-
tion of vacancy creation and the methods of calculation.
In view of the results of the calculations of the electronic
structures of P-cristobalite Si02 using the same approach
as that employed in the present work, we believe that
the difference in the electronic and atomic structures of
an oxygen vacancy obtained presently and previously
is due to the two following basic reasons. One is the
consequence of consideration of the crystalline field in
our approach [see (3)—(5)], which leads to substantially
stronger ionic character of the chemical bond in the crys-
tal, compared with the molecular model employed in
previous works. Another basic difference lies in the
methods of simulation and of vacancy formation. In our
calculations a vacancy results from the displacement of
an oxygen ion from a lattice site into an interstitial posi-
tion and the consequent redistribution of electronic densi-

ty in the crystal. In previous works ' the vacancy
"charge" and the electronic density distribution around a
Si—Si bond were determined, assuming that the total
charge of the molecular cluster including a vacancy is an
integer. After creation of a nearest defect pair (Fig. 2),
the ionicity of the chemical bond in the crystal obtained
from our calculations leads to the effective charges of
ions Si(1) and Si(2) to be about 1.8e. These effective
charges produces repulsion between Si(1) and Si(2), lead-
ing to the above-described relaxation and consequently
creation of two E'-type centers in the single vacancy.

The problem still remains whether the defect pair
comprising a peroxide bridge and the two E' centers lo-
cated in a vacancy exhibit any EPR signal. Unfortunate-
ly, no experiment has been reported on a transient EPR
signal at liquid-nitrogen temperature. Because of the
spin-spin interaction between the two electrons in a va-
cancy, the defect pair is either singlet or triplet. The de-
fect pair in the triplet state may exhibit an EPR signal
similar to that of the E" centers in quartz, as observed by
Bossoli et aI.

Finally, we briefly discuss our results on the stimula-
tion of further defect separation. In view of the smallness
of the computed LUC's, they only bear a qualitative
character and in fact effects of a strong defect interaction
emerge. The equilibrium LUC structure obtained in the
triplet state is shown in Fig. 4. Besides the displacernents
of the four ions considered earlier, the O(4)-oxygen dis-
placement that bonds with O(2) also proves to be
significant. The displacernents obtained are presented in
Table I. The O(1) ion displaces into a position close to
the lattice site, occupied earlier by the O(2) ion. The
latter appears in an interstitial position and has an
effective charge close to zero. The equilibrium O(4)-O(2)
separation is 1.38 A, while the fragment Si(3)—O(4)—
O(2)—Si(4) (see Fig. 4) is similar in spatial structure to
the assumed structure of the small peroxide radical. The
model and the possible origin of the latter in a-quartz
have been discussed in Ref. 45. The justification for such
a qualitative interpretation is also confirmed by the
analysis of the spin-density distribution in the system. In
the triplet state the spin density of 3s and 3p AO's on the
Si(1) and Si(2) ions is about 0.7e, while the one of the 2p
AO of the 02 ion is about 0.57e. From this point of view,
the structure of the system as a whole corresponds to two
E'-like centers in the same anion vacancy and an intersti-
tial oxygen atom, forming a bond with the anion of the
regular lattice site (SPR). The optical absorption of the
two E' centers computed here is similar and is at about
5.7 eV.

The transition barrier from the state corresponding to
a nearest-neighbor defect pair in the state considered is
about 0.8 eV. The absolute energy of the whole system
proves to be only a little higher than the ground-state en-

ergy of the perfect crystal. This result is due to the
strong interaction of the periodically distributed defects.
Qualitatively it can be compared to the familiar effect of
amorphication of c-SiOz as a result of continuing irradia-
tion with dense electron beams and also with heavy-ion
tracks. 48

FIG. 4. Separated defect model in Si02.
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V. DISCUSSION

In the present work, we have investigated the adiabatic
surface for self-trapping of a triplet exciton and of a
nearest defect pair in Si02 by applying the methods of the
many-electron theory of defects to the exemplified struc-
ture of the ideal f3-cristobalite.

As follows from the results obtained, the exciton self-
trapping is conditioned both by the local structure of a
small region of the sample (incorporating two Si04
tetrahedra) and the structure of the system as a whole.
Comparison between the experimental STE characteris-
tics of a-Si02 and c-Si02 shows that the magnitude of the
exciton luminescent energy is most sensitive to structural
changes, amounting to 2.8 eV in a-quartz and varying in
time within the 2.1-eV range in a-Si02. ' It is deter-
mined by the relative position of the adiabatic surfaces
(AS) of the ground state of the triplet exciton and the
singlet state of the crystal. As shown by our computa-
tional results, the triplet-exciton AS is rather flat in the
range of the minimum. Thus, increasing the O(l) dis-
placement from 0.39 to 0.51 A leads to a decrease in en-
ergy of only about 0.08 eV. Lowering the singlet-state
energy of the system on analogous displacements
amounts to about 1 eV, which is explained by the rigidity
of the Si—0 bonds. In this way, small differences in the
magnitudes of the ionic displacements, conditioned by
the local structure of the specific center of self-trapping,
can considerably change the relative position of the sing-
let and triplet terms. This possibility explains the
difference in spectra and kinetics of the luminescence of
a- and c-Si02. ' At the same time we can expect that the
qualitative characteristics of the exciton structure in vari-

ous samples will be identical, which is confirmed by the
lack of any differences in the optical-absorption spectra
of STE in a- and c-SiOz.

It is also natural to assume that the barrier height of
the transition between the states corresponding to STE
and NNDP may essentially depend on the specific short-
range order structure of the sample. This will explain the
possibility of the formation of NNDP in a-Si02 and its
absence in c-Si02. Regrettably, we cannot discuss this
point in greater detail here because of the lack of experi-
mental data.
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