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The ordering of the Fe?* and Fe** ions on the octahedral sites of magnetite (Fe;O,) at tempera-
tures below the Verwey metal-insulator transition has been studied by quantitative high-energy
transmission electron diffraction. We find that there are ten independent charge-ordering models
(including the Verwey model) for the low-temperature structure that satisfy the Anderson condition
if the symmetry is Cc (monoclinic). Dynamical electron diffraction patterns are simulated and com-
pared with experiment for these charge-ordering models, using atomic coordinates obtained from
neutron diffraction work. We find that one of these ten charge-ordering models agrees best with ex-
periment and that the electrons in this model form a characteristic wave. Our calculations of elec-
tron correlation energy show that this model has the second lowest energy, while the Verwey model
has the lowest. This indicates the importance of electron-phonon interactions in stabilizing the

structure.

I. INTRODUCTION

Magnetite (Fe;0,) undergoes a metal-insulator transi-
tion (the so-called Verwey transition) near 120 K, the
nature of which has been the subject of continuous in-
terest. Verwey, Haayman, and Romeijn’ first proposed
that the transition is due to the ordering of the Fe?" and
Fe*' ions on the octahedral sites of magnetites’ inverse
spinel structure. They also suggested that above the tran-
sition temperature the material conducts by electron hop-
ping between the octahedral sites. Their charge-ordering
model (usually called the Verwey model) was thought to
be confirmed by Hamilton in 1958 (Ref. 3) who first ob-
served the (002), magnetic reflection. However, first, in
the 1970’s, electron-* and neutron-diffraction’ experi-
ments revealed the existence of half-integer reflections,
i.e., (h,k,I +1) (cubic indexing), indicating a doubling of
the ¢ axis. Other reflections, which are otherwise forbid-
den above T., have also been observed. Second, the
neutron-diffraction measurements of Shirane ez al.®
proved that the (002), magnetic scattering is actually
zero if the contribution from simultaneous reflection is
removed. Third, Mdssbauer’ and NMR (Refs. 8 and 9)
measurements have identified more different Fe’* and
Fe** sites than the single Fe’" and single Fe’" sites pre-
dicted by the Verwey model. The NMR experiment of
Mizugouchi’ identified five different Fe3" sites on the oc-
tahedral sites. Of these three experimental results, the
Mossbauer and NMR results provide the most direct evi-
dence against the Verwey model. However, the idea of
charge ordering on the octahedral sites was confirmed by
Mossbauer experiments,”® which found that below T,
the Fe2* only occurs on the octahedral sites, and the
Fe?* and Fe’" can be clearly distinguished. On the oth-
er hand, the idea of a pure charge-ordering transition

42

mechanism was called into question by the measurements
of Fuji et al.'° using neutron critical scattering, which
showed that the Verwey transition is coupled with a lat-
tice instability characterized by A5 symmetry with a wave
vector q=(0,0,4) (cubic indices). Theoretically it has
been proposed that the low-temperature structure is due
to small or intermediate polaron ordering, ! while Yama-
da'? showed evidence of a general lattice instability due
to electron-phonon coupling. Specifically he showed the
importance of the Ay phonons at q=(0,0,1) in mag-
netite. More recently, approximate atomic displacements
have been measured below the transition temperature us-
ing neutron diffraction by lizumi et al., from which
they showed that these displacements are mainly due to
the condensation of A, Z, and I" phonons. Attempts to
refine a charge-ordering model from the same neutron-
scattering data set failed because neutron scattering is
more sensitive to atomic displacements than to charge or-
dering.!® A number of new charge-ordering models have
also been proposed, based on recent experimental or
theoretical results,” %1415 especially the NMR results of
Mizugouchi.®!* However, none of these models can ex-
plain all the existing experimental evidence. They either
do not agree with the NMR results or with the measured
symmetry of the crystal.

In summary, the atomic positions below the transition
temperature are now approximately known, while the
Verwey model has been disproved. The ionic arrange-
ment remains unknown. The reason for this is mainly
due to the insensitivity of x-ray or neutron diffraction to
the small changes in charge distribution that result from
electron ordering. The interpretation of these experimen-
tal results is further complicated by the existence of mul-
tiple twins in the low-temperature structure.

The symmetry of the low-temperature structure has
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been found to be Cc (monoclinic) by x-ray diffraction'®
and neutron diffraction.!” However, Rado and Ferrari'®
and Shiratori et al.'® have observed the magnetoelectric
effect, which implies that the space group is P1. Recent-
ly, however, the Cc space group has been confirmed by
convergent-beam electron diffraction (CBED) by Tana-
ka,?® who observed dynamically forbidden reflections due
to the c-glide symmetry. In this paper we will show addi-
tional evidence of Cc symmetry. Since electron
diffraction is very sensitive to the charge distribution and
to small symmetry changes, we believe that the symmetry
is Cc. Several previously proposed charge-ordering mod-
els do not have Cc symmetry, except the Verwey model,
which has higher symmetry. With Cc symmetry the
complexity of the problem is reduced fourfold, however,
there remain many possibilities.

Another key to understanding the structure is provided
by the Anderson condition.?! This condition requires
that in every tetrahedron formed by the octahedral sites
of the spinel structure there are two Fe?" and two Fe**
ions, due to the strong Coulombic interaction between
electrons. With Cc symmetry and the Anderson condi-
tion combined, we find that there are ten independent
ionic arrangements, one of which is the Verwey model.
The final experimental result with which models must be
consistent is the NMR finding that there are five ine-
quivalent Fe** sites on the octahedral sites.® Several of
the ten independent models have five or more different
Fe** nearest-neighbor configurations. However, none of
these satisfy the additional assumptions of Mizugochi.??
New experimental evidence is therefore needed to distin-
guish the possible models.

We have used convergent-beam electron diffraction
(CBED) to determine the charge ordering. Low-angle
transmission electron diffraction is well known for its sen-
sitivity to electron distributions. For example, by accu-
rately measuring low-order structure factors, the bonding
electron distribution in GaAs has recently been mea-
sured.?® In addition, the electron probe can be focused
down to a few nanometers in diameter, while the sample
is being imaged. A single domain of perfect crystal can
therefore be selectively studied. Unlike x-ray diffraction,
however, electron diffraction has so far been unsuccessful
in solving unknown periodic structures, except in a very
few cases (for a review, see Ref. 24). This is mainly due
to the strong multiple scattering of electrons that results
from the strong interaction of electrons with matter. In
consequence, the intensity of scattered electron beams is
not simply related to structure factor amplitudes, as for x
rays.

These properties of electrons make them ideal for the
study of the low-temperature structure of magnetite as
follows. First, we note that this structure only differs
from the high-temperature cubic structure by very small
atomic displacements, and a redistribution of ﬁ elec-
trons. Second, the reflections can be divided into strong
“high-temperature” and weak ‘“low-temperature”
reflections. The low-temperature reflections are due to a
small departure from the cubic structure, which disap-
pears above T,. We will show that, at low temperature,

c

the high-temperature reflections can be approximated by
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the cubic structure, and that they are responsible for the
main multiple-scattering interactions. To a good approx-
imation, the low-temperature reflections can be neglected
at first. This allows the refinement of diffraction parame-
ters such as the thickness and the incident-beam direction
from the high-temperature reflections. With these pa-
rameters known, the intensity of the low-temperature
reflections can be simulated accurately. In this paper, we
compare the simulated intensity of several model-
sensitive low-order reflections in the [001] zone with ex-
perimental ones for all the independent charge-ordering
models under space group Cc, and further restricted by
the Anderson condition. We will show that one particu-
lar charge-ordering model agrees best with our experi-
ment results and may explain the existing experimental
results.

II. THE STRUCTURE OF MAGNETITE

Magnetite [Fe’*(Fe’"Fe’*)0?",] is a ferrimagnet,
which has the inverse spinel structure 4B,0, above the
transition temperature (120 K). The cubic cell
(@=8.3963 A) (Ref. 25) contains 8 formula units (f.u.).
The atoms occupy the special positions of 8(a), 16(d),
and 32(e) in the Fd3m space group. The (a) position (the
tetrahedral A4 site) is occupied by Fe** ions, while the (d)
positions (the octahedral B site) are randomly occupied
by Fe?* and Fe’". The (e) site is occupied by oxygen.
Figure 1 shows a picture of the spinel structure. The
whole structure can be understood in a simple way. The
oxygen lattice has an almost perfect fcc close-packed
structure (position parameter ¥ =0.379, but ©«=0.375 if
perfect).> Each cubic spinel cell contains eight oxygen
fcc cells. The A4 site, occupied by Fe3™, is the tetrahedral
interstitial site of the oxygen fcc structure, while the B

FIG. 1. Model of the spinel structure. This model contains
one cubic unit cell. The 4 site, B site, and oxygen in this model
are indicated by arrows.
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site, occupied by randomly distributed Fe’* and Fe’*
ions, is the octahedral interstitial site of the oxygen lat-
tice. The A sites form a diamond lattice. The B-site
structure (on which the charge ordering occurs) is more
complicated, but it has two characteristics. First, the
nearest-neighbor B sites form strings that run in different
[110] directions. These strings form separate planes, each
plane containing only strings running in the same direc-
J

for oxygen, hkl: h+kh+Lk+I1=2n,
Okl: k+1=4n and k,l =2n ,
hhl: h+1=2n,
h00: h=4n ,

or
hkl :

from perfect fcc packing is neglected ;

for the A site, hkl: h,k,/=2n+1or h +k +1=4n ;
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tion. Second, the nearest-neighbor B sites form a
tetrahedron. The whole B-site structure can be con-
structed by linking alternate corners of a tetrahedron, as
shown in Fig. 2. The centers of the tetrahedra also form
a diamond lattice.

The kinematical reflection conditions (giving allowed
reflections) for the oxygen, A- and B-site lattices are
given below, using cubic indices:

h +k,h +1,k +1=4n if the oxygen atom’s small departure

for the B site, hkl: h,k,l =2n +1 or h,k,] =4n +2 or h,k,l =4n .

For the complete crystal, satisfying any one of the above
conditions generates an allowed reflection, since all three
sublattices have different structures. The remaining
reflections are kinematically extinct. Some of these, due
to screw or glide elements, may remain extinguished for
all thicknesses (despite multiple scattering) for certain
incident-beam directions. Others are absent due to our
choice of nonprimitive cell. These ‘“dynamical forbid-

FIG. 2. The B-site structure of spinel structure. The 4 site
and oxygen are not shown. The nearest-neighbor B sites form a
tetrahedron. These tetrahedra are linked together by alternate
corners, and the centers of the tetrahedra form a diamond lat-
tice. The nearest-neighbor B sites form a string in (110) direc-
tions.

dens” will be discussed later for the particular diffraction
condition used in this experiment.

Below the transition temperature, the structure is
monoclinic and the unit cell contains four rhombohedral-
ly distorted cubic cells.?®!* The relationship between the
low-temperature cell and the rhombohedral distorted cu-
bic cell is shown in Fig. 3. The unit cell is defined by

a,=—ag~bg,
bm'_'aR —bR ) (2)
C,,=2cg ,

N

FIG. 3. The relations between the low-temperature mono-
clinic unit cell (double lines) and the rhombohedral distorted cu-
bic cell (solid lines), and the high-temperature cubic cell (dashed
lines) of magnetite. The low-temperature monoclinic unit cell
contains four rhombohedral distorted cubic cells. In the mono-
clinic cell, the ¢ axis is doubled. The b axis is along the [110]
direction of the cubic cell and is perpendicular to @ and c axes.
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with a,, =11.868(2), b,, =11.851(2), ¢, =16.752(4) A, and
B=90.20°."® Here m denotes the monoclinic cell and R
denotes the rhombohedral distorted cubic cell. In this
paper we will use the monoclinic indices (h,,k,,,!I,)
with the footnote m neglected unless otherwise specified.
The relations between the monoclinic indices and cubic
indices are given by

h,=(—h, +k,)/2,
k,=—(h, +k,)/2, (3)
1.=1,/2.

Experimentally, two types of kinematically forbidden
reflections were observed in x-ray'® and neutron
diffraction!” at low temperatures. One is the absence of
the (h00) and (k00) reflections with A,k =2n +1, indi-
cating C centering. The other is the absence of (4,0,/)
with / =2n +1, indicating a c-glide element. No other
symmetry was observed. These two types of absence are
easily seen in the low-temperature electron diffraction
pattern of Fig. 4. Figure 4 shows the CBED pattern from
the [001] zone axis that clearly shows the absence of the
(h00) and (0kO0) reflections with A,k =2n +1. Figure 4
also shows the absence of the kinematically forbidden
reflection (£20,0,1) due to the ¢ glide in the first Laue

FIG. 4. Convergent-beam electron diffraction pattern of
low-temperature magnetite near the [001] zone axis. This
CBED pattern was recorded at 100 kV with a sample tempera-
ture of 90 K. The (2n +1,00) and (0,2n +1,0) reflections are
missing, indicating ¢ centering. The first-order Laue zone due
to c-axis doubling is shown. The missing (+20,0,1) reflections
due to the ¢ glide are indicated by arrows.
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zone as indicated by the arrow. This reflection remains
absent despite multiple scattering because the coupled
high-order Laue zone (HOLZ) reflections are very weak.
Additional evidence for the ¢ glide has been reported by
Tanaka.?® He observed dynamically forbidden reflections
(known as Gjonnes-Moodie?’ lines) due to the c-glide ele-
ment, and no other symmetry.

Rado and Ferrari'® and Shiratori et al.'® have ob-
served the magnetoelectric effect. These measurements
show that the structure is noncentrosymmetric with a
small departure from the ¢ glide. Their result implies the
P1 space group. lizumi et al.'® showed that if there are
displacements that violate the c-glide symmetry, they are
very small and beyond current experimental accuracy.
Tanaka’s result, and our electron-diffraction results indi-
cate that the charge ordering also has Cc symmetry, since
low-order electron-diffraction reflections are very sensi-
tive to the charge distribution (unlike x rays or neutrons).
Hence the low-temperature structure space group is
monoclinic Cc within the accuracy of current diffraction
experiments.

The atomic positions below the transition temperature
have been measured by lizumi et al.!* at 10 K using neu-
tron diffraction. The measurement was carried out by
standard refinement procedures, in which the atomic po-
sitions and Debye-Waller factors are adjustable parame-
ters. Their results, which we use for our electron-
diffraction measurements are shown in Table I. Unfor-
tunately a reduced cell was used (the @ and b axes halved)
with higher symmetry (Pmc2, for our data set) than Cec.
Hence their results gave “averaged” approximate atomic
positions. The reason for this is that the low-temperature
structure of magnetite has a high degree of pseudosym-
metry, because the atomic shifts are very small so that
cubic symmetry is approximately retained. Ilizumi
et al.'® showed that the dominant part of the atomic dis-
placements at low temperature are due to the condensa-
tion of A [q=(0,0,1).], Z [q=(0,0,1).], and T
[@q=(0,0,0)] phonons, while the W [q=(1,0,1).] or
q=[0,1,1}).] and X [q=(1,0,0), or q=(0,1,0),.] pho-
nons have much weaker contribution. (Here ¢ denotes
cubic indexing.)

III. CHARGE ORDERING WITH Cc SYMMETRY

Symmetry Cc has two symmetry components: base
centering on the a-b plane and a c-glide element, with a-c
as the glide plane and the ¢ axis as the glide direction.
These two symmetry operations give a total of four sym-
metry related positions. The low-temperature monoclinic
cell has a total of 64 B sites, which is reduced to 16 in-
dependent B sites by Cc symmetry. The distribution of
these 16 independent B sites in the unit cell is shown in
Fig. 5, in which only B sites are shown and the oxygen
and A sites deleted. As shown in the figure, the
low-temperature unit cell can be described as
ABA'B"A"B" A'"B"" stacking. All A-type planes have
B-site strings along the a axis and all B type planes have
B-site strings along the b axis. The 16 independent B
sites are distributed equally in the first four planes. Sym-
metry related positions are also shown in Fig. 5. To con-
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TABLE 1. The low-temperature atomic coordinates and Debye-Waller factors measured by neutron diffraction (Ref. 13). Under
Cc symmetry, there are eight independent A sites, 16 independent B sites, and 32 independent oxygen positions. These positions ar})d
position dependent Debye-Waller factor are listed in this table. Cell constants are a,, =11.868(2), b,, =11.851(2), ¢,, =16.752(4) A,

and $=90.20 (Ref. 13).

Site X y z B Site X y z B
A(1) 0.25 0.003 25 0.064 0.05 AQ2) 0.25 0.503 25 0.064 0.05
A(3) 0.25 0.254 35 0.1891 0.08 A4) 0.25 0.754 35 0.1891 0.08
A(S) 0.0 0.2522 0.3117 0.08 A(6) 0.0 0.7522 0.3117 0.08
A(T) 0.0 0.0013 0.437 0.05 A(8) 0.0 0.5013 0.437 0.05
B(1) 0.12695 0.25135 0.9998 0.13 B(2) 0.37305 0.25135 0.9998 0.13
B(3) 0.62695 0.25135 0.9998 0.13 B(4) 0.87305 0.25135 0.9998 0.13
B(5) 0.0 0.129 85 0.1213 0.10 B(6) 0.0 0.38015 0.1263 0.01
B(7) 0.0 0.629 85 0.1213 0.10 B(8) 0.0 0.88015 0.1263 0.01
B(9) 0.12165 0.0049 0.2476 0.14 B(10) 0.37835 0.0049 0.2476 0.14
B(11) 0.62165 0.0049 0.2476 0.14 B(12) 0.878 35 0.0049 0.2476 0.14
B(13) 0.25 0.134 0.3787 0.10 B(14) 0.25 0.3752 0.3753 0.01
B(15) 0.25 0.634 0.3787 0.10 B(16) 0.25 0.8752 0.3753 0.01
Oo(1) 0.0 0.1242 0.0012 0.13 02) 0.0 0.6242 0.0012 0.13
0(3) 0.0 0.37195 0.002 0.16 O4) 0.0 0.87195 0.002 0.16
O(5) 0.12245 0.25335 0.1239 0.11 O(6) 0.37755 0.25335 0.1239 0.11
o(7) 0.12245 0.75335 0.1239 0.11 O() 0.37755 0.753 35 0.1239 0.11
09) 0.12035 0.004 25 0.1291 0.17 O(10) 0.12035 0.504 25 0.1291 0.17
o(11) 0.379 65 0.004 25 0.1291 0.17 0O(12) 0.37954 0.504 25 0.1291 0.17
0O(13) 0.0 0.1178 0.2464 0.27 O(14) 0.0 0.617 0.2464 0.27
O(15) 0.0 0.38805 0.2492 0.20 O(16) 0.0 0.888 04 0.2492 0.20
Oo(17) 0.25 0.3819 0.2549 0.20 O(18) 0.25 0.8819 0.2549 0.20
0(19) 0.025 0.128 15 0.2555 0.27 0(20) 0.25 0.628 15 0.2555 0.27
0(21) 0.132 0.0048 0.3706 0.17 0(22) 0.368 0.0048 0.3706 0.17
0(23) 0.132 0.5048 0.3706 0.17 0(24) 0.368 0.5048 0.3706 0.17
0(25) 0.128 75 0.2521 0.3755 0.11 0O(26) 0.37125 0.2521 0.3755 0.11
0(27) 0.12875 0.7521 0.3755 0.11 0O(28) 0.37125 0.7521 0.3755 0.11
0(29) 0.25 0.3657 0.4968 0.16 0O(30) 0.25 0.8657 0.4968 0.16
0(31) 0.26 0.128 0.4994 0.13 0(32) 0.25 0.628 0.4994 0.13

struct a charge-ordering model, we distribute eight Fe?"
and eight Fe*t over these 16 positions, giving about
5X 10 possibilities. The Anderson condition provides
another constraint.?! This states that in every tetrahed-
ron formed by nearest-neighbor B sites there are two
Fe?* ions and two Fe3" ions. This is based on the fact
that the energy gained by long-range ordering is only
about 5% of the energy gained by the Anderson short-
range ordering. This fact is also shown in our calculation
of the Coulomb electron correlation energy for different
charge-ordering models (see Sec. VI). The energy
difference between different charge-ordering models is
about 5 to 10 % of the energy of short-range ordering.
This Anderson condition is consistent with the require-
ment that the Pauling electrostatic bond strength (EBS)
should be as close as possible to 2. Here we define EBS as
cation valence divided by coordination number.?® If all
nearest-neighbor arrangements around the oxygen site
are considered, the two best arrangements that can be
found give EBS values of 2% and 12. These have (a) two
Fe?™ on a octahedral site, one Fe?t on a octahedral site,
and one Fe*™ on a tetrahedral site, and (b) two Fe?™ on a
octahedral site, one Fe’" on a octahedral site, and on
Fe’" on a tetrahedral site. For the octahedral sites, these
arrangements require that no one tetrahedral face has all

the same Fe valence, and hence the Anderson tetrahedral
unit is obtained.?’ There is some experimental evidence
of the Anderson short-range ordering below and above
the transition temperature by Mdssbauer® and heat mea-
surements.’! With the Anderson condition and Cc sym-
metry, there are three ways of filling the B-site planes
with Fe?™ and Fe**: (1) Zero (or four) Fe*" ions on the
A plane, four (or zero) Fe’* on the B plane (Verwey
model®). (2a) One Fe*' on the 4 plane, three on the B
plane, or (2b) three Fe* ™ on the 4 plane and one on the B
plane. (3) Two Fe'" ions on the 4 plane and two on the
B plane.

We will call the possibilities (2a), (2b), and (3) the 1-3,
3-1, and 2-2 fillings, respectively. Since the Verwey mod-
el has been disproved, we need only consider possibilities
(2) and (3). There are 16 ways to fill the 16 independent B
sites alone under 1-3 filling. However, not all of them are
independent—by shifting origin and inversion (neglecting
the small monoclinic distortion) we are able to reduce
these 16 models to two independent ones. By considering
all possibilities under (2) and (3), we find a total of nine
independent charge-ordering model. These nine models
plus the Verwey model are listed in Table II. In Table II,
models 1 and 2 are given under the 1-3 filling, models 3
and 4 under 3-1 filling, models 5-9 under 2-2 filling, and



8456 J. M. ZUO, J. C. H. SPENCE, AND W. PETUSKEY 42
ZzZ= 2=
0000
b 3412 0 1/8 N1 N2
0000
1 2a3 4
rO-O-0-0
160 140
1(1) 1(% (9) 18 2/8 50 130 3/8
140 160
9 10 11 12 30 150 N3+ N3-
0000
12 3 4| 4/8 5/8
0000
4 1 2
O-0-0-O N4+ N4-
30 150
1112 9 101 ¢/8 140 160 7/
c0ooo 50 130 °
FIG. 6. The six possible nearest-neighbor Fe’" (solid circle)
9 10 11 12 k6O 140 .
configurations, labeled N1, N2, N3+, and N4x. The N3+ and
N4+ arrangements are related to the N3— and N4— by mirror
A B operations, respectively.

FIG. 5. The Cc symmetry related B-site positions in the low-
temperature magnetite structure. There are 16 independent B
sites with Cc symmetry. These 16 B sites are marked by num-
bers 1-16 in this figure. Low-temperature magnetite consists of
a stacking of four A type and four B type planes in the sequence
ABA'B'A'""B'""A"'B'"'. The A and B planes contain B-sites
strings in the a and b directions, respectively. Each plane (with
z coordinate) is shown. The 16 independent B are distributed
equally over the first four planes.

models 10 and 11 are the Verwey models. Model 6 has
been proposed by Yamada and co-workers.* If we also
consider the coupling between charge ordering and atom-
ic displacements, then every possible model is indepen-
dent in terms of the way it is coupled with the atomic dis-

placement. However, our structure factor calculations
show that the difference between different types of charge
ordering is much larger than the difference between
different couplings of the same charge ordering. The
current experiment is not sufficiently accurate to resolve
differences due to different couplings. In this paper, we
concentrate on the problem of charge ordering.

These charge-ordering models must be consistent with
the experimental NMR results,”'* which show five
different Fe** sites on the B site. Following the assump-
tion by Mizugouchi'* that the magnetic field on Fe** is
determined by the nearest-neighbor Fe’" configuration,
there are six nearest-neighbor configurations under the
Anderson condition and assuming inversion symmetry of

TABLE II. The 11 independent charge-ordering models under Cc symmetry and the Anderson condition. In this table the Fe?*
and Fe** distribution in the 16 independent B sites are shown for every model. The Fe?* and Fe’* are represented by 2 and 3, re-

spectively.
B site Fe’" surroundings
Model 1 23 45 6 7 8 910111213 141516 A plane B plane
1 3 222323322132131323 N2,N3t N1,N4x
2 32223233232213133:2 N2,N3+t N1,N4+t
3 3 33232222313131322:2 N1,N4+ N3t
4 33323222 333221732:2 N1,N4+ N2,N3+
5 3 223223322313132273 N4t N4+t
6 323232323 23213212332 N2,N3x N2
7 3 22322333232132132 N2,N3£,N4+ N2,N3+,N4+
8 3 32232323232131322 N2,N3+,N4+ N2,N3+£,N4+
9 3 23 22332322131321332 N2,N3+,N4t N2,N3+,N4+t
10° 22223 33322221313133 N1
112 33332 22233313227272 N1

#*Verwey model.
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the magnetic interaction. These are shown in Fig. 6. We
label them N1, N2, N3+, N3—, N4+, and N4—. Here
N3+ is related to N3— by a mirror operation, as is N4+
to N4—. The nearest-neighbor configurations on the A4
and B planes for each model are listed in Table II. Since
the same Fe*" nearest-neighbor configurations on the A
and B planes differ by 90°, they must be counted as
different sites. From Table II, we see that several models
have five or more different Fe’" sites. Using some addi-
tional assumptions, Mizugouchi'* proposed that one of
the five Fe’* is on the A plane and other four are on the
B plane. However, from Table II, none of the models
satisfy this condition. Since Cc symmetry has been clear-
ly established by several experiments, Mizugouchi’s as-
sumptions must be seriously questioned.

IV. EXPERIMENT

We used electron diffraction to check the charge-
ordering models listed in Table II. The technique we
used is convergent-beam electron diffraction (CBED).
Compared to the use of point diffraction patterns (with
plane-wave incidence), CBED has two important advan-
tages (1) a small focused probe, and (2) it provides intensi-
ty versus incident-angle information. The first advantage
enables us to study a perfect crystal from a nanometer
size area, while the second advantage gives rocking curve
information. This is important, since the electron-
diffraction intensity strongly depends on incident-beam
direction through dynamical diffraction.

A Philips EM400T transmission electron microscope
was used, with an incident electron energy of 100 kV.
The specimen was a polycrystalline body of Fe;O,
prepared by sintering Fe;O, powder at 1500°C in a Ar-O,
flowing gas environment for 24 h. The oxygen partial
pressure was set at 1073 atm O, corresponding approxi-
mately to an equilibrium O:Fe stoichiometry of 4:3.%
The sample was cooled to room temperature in about 3—4
min. As with many metal oxides, it was expected that a
minor amount of oxidation could occur upon cooling in
an atmosphere of constant oxygen partial pressure. How-
ever, x-ray diffraction and optical microscope indicated
that no additional phases were present such as Fe,O;.
The sample was concluded to be nearly stoichiometric
Fe;O, and phase pure. The cation impurity content was
analyzed by semiquantitative spectrochemical analysis,
where the major impurities, Mn and Ni, were each found
at 10-100 ppm level, and Al, Ca, Cu, Mg, and Si were
each found at 1-10 ppm level. The typical crystal grain
size was about 100 um within the polycrystalline micros-
tructure. A transmission sample was prepared by chemi-
cal etching with 80% phosphoric acid (H;PO,) and 20%
water at a temperature of about 120°C. The sample was
mounted in a Gatan double tilt, liquid-helium goniometer
stage, and cooled by liquid nitrogen to 90 K. The sample
was cooled in the presence of the magnetic field of the ob-
jective lens of the microscope, which ensures that the ¢
axis (the magnetic easy axis) is close to the beam direc-
tion. Figure 4 shows a CBED pattern of low-temperature
magnetite close to the [001] zone axis direction, obtained
with a probe size of about 1000 A, which clearly shows
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several low-order reflections and a characteristic first-
order Laue zone ring (FOLZ) due to the doubling of the ¢
axis. The pattern was recorded on film. There are two
types of twins in low-temperature magnetite, one is c-axis
twinning about the b axis with zigzag c axis and the other
is a-b twinning about the ¢ axis with a and b axes inter-
changed. Figure 4 is taken from a single domain of size 4
pum. The second type of twin can be imaged when view-
ing close to the [001] zone axis. The first type of twin
cannot be imaged close to the [001] zone axis, however,
when it does occur the FOLZ in Fig. 4 disappears. This
effect is observed in our experiments.

The reflections in Fig. 4 can be divided into strong
reflections and weak reflections. The weak ones disap-
pear above the transition temperature, so they are also
called the low-temperature reflections. This is clearly
seen in our experiments, where they switch on and off
across the transition temperature. From the extinction
conditions given in Sec. II, the kinematically allowed
reflections in the zero-order Laue zone (ZOLZ) above the

transition temperature are g =n(4,0,0)+m(0,4,0)
(monoclinic index_), with n,m integers, or
g=n(2,2,0)+m(2,2,0) in cubic indices. These

reflections are the strong reflections in Fig. 4 and they
form a lattice. Hence, kinematically forbidden reflections
in the [001] ZOLZ such as (200) are also dynamically for-
bidden above the transition temperature, if the weak
second-order Laue zone interactions are neglected. For
those low-temperature reflections that are otherwise for-
bidden above the transition temperature, their structure
factors and intensities are very sensitive to the low-
temperature charge ordering or atomic displacements or
both. Specifically, the low-order reflections are more sen-
sitive to charge ordering than the high-order ones, and

FIG. 7. Large camera length, short exposure time diffraction
pattern corresponding to Fig. 4. This pattern shows the details
of the intensity variation in the CBED disks of high-
temperature reflections.
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the low-temperature reflections in the first-order Laue
zone (FOLZ) outer ring are most sensitive to atomic dis-
placements.

V. MODEL COMPARISON

The [001] zone axis is chosen experimentally because
several low-order reflections in this zone axis are model
sensitive, especially the (200) reflections. Table IIT lists
the electron and x-ray structure factors for several low-
order reflections in the [001] zone axis. The structure
factors are calculated with the atomic positions and
Debye-Waller factors listed in Table I,'3 the x-ray atomic
scattering factors of Fe? and Fe** are those for spheri-
cal ions from Table 2.2B of the International Tables for
X-Ray Crystallography,®® and the atomic scattering fac-
tors for O~ are taken from Sanger.?* These are calculat-
ed from the O>~ wave function of the “2+ well” model
of Watson.3* The electron atomic scattering factor is ob-
tained from the Mott formula

mee* 7 — £x(s)

8megh?  s?

fels)= (4)

in the usual symbols.*®

From Table III, using the (400) structure factor, we see
that the models can be divided into three groups, which
corresponds to our 1-3, 3-1, and 2-2 fillings. The (020)
structure factor is approximately constant, while (200)
has two very different values, 0.1 and 0.48 V, except for
model 6. The (130) and (310) structure factors differ from
one model to another in a more complicated way. The
(200) and (020) amplitudes can be understood as follows.
In general, the structure factors for the (£00) and (0k0)
reflections are given by

16
F(h00)=2[1+exp(mih)] 3 fexp(2mihx,), (5)

1=1

16
F(0h0)=2[1+exp(mih)] 3, f;cos(2mwhy;) (6)

i=1

If we neglect the small low-temperature atomic displace-
ments, the sixteen independent B-site positions are given
as follows:

x =0.125+0.25(i —1), y =0.25 for i =14,

x =0, y =0.125+0.25(i —5) for i =5-8,

x =0.1254+0.25(i —9), y =0 for i =9-12,

x =0.25, y =0.125+0.25(i —13) for i =13-16 .

For the (020), from the above and Eq. (6), the total contri-
bution to F(020) from charge-ordering is zero, because
for positions i=5-8 and i=13-16, cos(4my;)
=xcos(7/2)=0 and cos(4my;)=—1 for i=1-4 but is
equal to 1 for i=9-12, giving a zero total. Hence the
contribution to F(020) in Table III is mostly due to the
low-temperature atomic shifts. For (£200), the contribu-
tions from positions i=5-8 and 13-16 cancel out, leaving
remaining contributions from positions i=1-4 and 9-12.
This contribution is zero for models 2, 3, and 5, but
nonzero for the other models. Hence we conclude that
the (£200) structure factor is very model dependent,
whereas the (020) is very model independent.

Table III also reveals the increased sensitivity of elec-
tron diffraction to charge ordering by comparison with x
rays. The model 1 (200) electron structure factor is about
15 times larger than the corresponding x-ray one, if the
high-temperature (400) reflection is used as a reference.
So the intensity of this beam is about 200 times stronger
in electron diffraction than in x rays. This sensitivity is
mainly due to the factor 1/s? in the Mott formula [Eq.
@)].

In the Introduction we emphasized that the diffracted
electron intensity is not simply related to structure factor
amplitude due to strong dynamical diffraction. Thus
dynamical calculations are required for the different mod-
els for comparison with experiment. The dynamical
theory of transmission electron diffraction for a parallel
sided crystalline slab traversed by a collimated electron
beam is now well established (for a review, see Ref. 36).
If backscattering is neglected (a good approximation for
beam energies above a few kV), the required solution of
the one-electron Schrodinger equation leads to an eigen-
value equation of the form

2KS,C; + 3 U G =2K, 7 Cy %)

TABLE III. Electron structure factor amplitude (|V (hkl)| in V) listing of several low-order reflections for models 1-9 in Table II.
For comparison, we also listed the x-ray structure factors (|F(Akl)| in number of electrons per cell) of (200), (020), and references

reflection (400). For other details, see text.

Model 1 2 3 4 5 6 7 8 9
[V(110)] 0.0161 0.0116 0.0222 0.0192 0.0173 0 0.0166 0.0276 0.0141
|V (200)] 0.4821 0.1007 0.1090 0.4839 0.1049 0.9488 0.4829 0.4828 0.4832
[V (020)] 0.2587 0.2858 0.2616 0.2345 0.2454 0.3020 0.2725 0.2749 0.2725
[V (130)] 0.1505 0.1464 0.1592 0.1553 0.2185 0 0.0126 0.0056 0.2138
|V (310)] 0.1505 0.1521 0.1474 0.1492 0.2170 0 0.0044 0.0024 0.2066
|V (400)] 0.3149 3.149 2.847 2.847 2.998 2.998 2.998 2.998 2.998
| F(200)] 6.885 0.1435 0.0226 6.883 0.0830 13.77 6.881 6.881 6.886
| F(020)] 11.66 11.27 11.62 12.02 11.86 11.03 11.46 11.43 11.46
| F (400)] 653.4 653.4 671.0 671.0 662.2 662.2 662.2 662.2 662.2
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giving n eigenvalues {y‘] and n eigenvalues {Cg}. Here
2KS, =K2—(K+g)? is the excitation error for reflection
g, which depends on the incident-beam direction. We do
not assume that the crystal possesses a center of symme-
try. The intensity of a beam diffracted by a slice of thick-
ness t is given by

2
I,=|3 ¢4 'Clexp(2miy't)| . 8)

Here C; ! is the first row of the inverse of the eigenvector
matrix. The computer program we have used to evaluate
these expressions (modified to accommodate the large
unit cell and number of beams) has been published.*’
The parameters used in a dynamical diffraction simula-
tion are the crystal thickness, the beam direction, an “op-
tical” potential for the crystal (real and imaginary parts)
and the incident-beam energy. The beam energy is
known a priori with sufficient accuracy in this case (100
kV). The imaginary part of the real-space potential is
used to take account of the effects of energy loss from the
beam due to inelastic scattering. The Fourier coefficients
of this “absorption potential” must be found by experi-
ment. The importance of this imaginary potential varies,
and will be discussed later. The beam direction and sam-
ple thickness can be measured accurately from the strong
high-temperature reflections such as (400), (440), and
(800), shown in Fig. 7, which is recorded with shorter ex-
posure time than Fig. 4. To a good approximation, they
are model insensitive, and the effects of the low-
temperature reflections can be neglected. In contrast to
the refinement procedures we used in our measurements
of the GaAs structure factors, we have used a ‘“whole-
pattern” matching procedure in this case. The intensity
distributions (rocking curves) in the (440) and (800)
reflections are found to be very sensitive to thickness and
to the beam direction, which can therefore be measured
rather accurately by matching the experimental patterns
in the CBED disk to calculations. Figure 8 shows the re-
sult of our refinement of Fig. 7. The thickness was found
to be 400110 A and the incident-beam direction was
measured with an accuracy of 0.015 of the g(200)
reciprocal-lattice vector. Mossbauer and NMR measure-
ments on Fe?* and Fe®" strongly indicate that magnetite
is an ionic crystal. For the strong reflections, the
difference between neutral and ionic atoms potentials is
small and was not detectable using our refinement pro-
cedure. However, the difference between ionic and neu-
tral potentials, especially the difference between the Fe?™
and Fe’" scattering factors, is important for those low-
temperature reflections that are sensitive to charge order-
ing. We have used atomic scattering factors for Fe?" and
Fe’" from the international tables for x-ray crystallogra-
phy, and O?~ scattering factors from Sanger** who used
the “2+ well” O*~ model of Watson.>* This particular
0%~ scattering factor has been chosen because it, togeth-
er with the Mg?" scattering factor from the international
tables, gives the best agreement with our accurately mea-
sured MgO low-order structure factors*® from among all
existing scattering factors. (This includes those based on
neutral atoms. For a listing of these scattering factors see

400 440

800

FIG. 8. Thickness and incident-beam direction refinement
based on Fig. 7. A thickness of 40 nm gives the best agreement,
and the (800) reflection is most sensitive to thickness. The posi-
tion of the CBED disk is indicated by the superimposed open
circle. This position gives the incident-beam direction.

FIG. 9. The positions of the six points in the CBED disks,
which were used for model comparison. This figure corre-
sponds to Fig. 4, with a larger camera length. The most impor-
tant feature in this figure is the asymmetry between the intensity
of the (+200) and (0+20) reflections.
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TABLE IV. Model and experimental intensity comparison for points 1-6 in Fig. 9. The intensity is normalized to point 1 for

points 1-3 and to 4 for points 4-6.

1 2 3 4 5 6

Model (020) (—200) (200) x? (—310) (—1-30) (3-10) X
1 100 304146 218+58 20
2 100 39.8+8.9 22.945.5 1.1 100 56.7+7.7 31+16 0.39
3 100 37.4+7.6 24.5+4.1 1.8 100 17127 45421 5.7
4 100 298+39 173£32 30
5 100 31.1+£7.0 5.1+1.8 6.5 100 83+12 25+13 0.8
6 100 680110 407+78 28
7 100 367+94 168+52 9.4
8 100 358488 170£51 10
9 100 239+24 77422 30

exp 100 55.5+6.3 21.316.2 100 68+15 42+1

Ref. 34.) The dynamical diffraction corresponding to
Fig. 4 for different charge-ordering models was simulated
using 97 beams, 60 of which are low-temperature
reflections. The number of beams was chosen so that the
addition of more beams did not significantly alter our re-
sults. The thickness and beam direction was taken from
the refinement of Fig. 8. Absorption was not included,
the effects of which will be discussed later.

The experimental intensity was recorded on film, then
digitized into a computer using a charge-coupled-device
(CCD) camera. As seen in Fig. 4, the weak low-
temperature reflections sit on an inelastic background
due to the strong reflections. This makes intensity mea-
surement very difficult. To avoid this difficulty, we have
selected a point near the edge of the CBED disk for
several model-sensitive reflections for comparison with

-

90

80 4

70 g T T v 1
0 10 20 30

FIG. 10. Intensity measurement at point 2 in Fig. 9. The in-
tensity profile is taken along [010] through point 2. The intensi-
ty in this figure is the optical transmission intensity of the elec-
tron micrograph, as detected by a CCD camera. The logarithm
of the ratio I, /I shown in this figure gives the electron intensity
at point 2 minus the inelastic background.

calculations based on different models. The background
intensity for these points can be measured accurately by
measuring the intensity outside the CBED disk. The po-
sition of these points is shown in Fig. 9. The measured
intensities of points 1-6 in Fig. 9 are listed in Table IV.
Figure 10 shows one example of these intensity measure-
ments. Since the beam direction has been accurately
measured, these points are well-defined quantities (recall
that one point in a CBED disk corresponds to a particu-
lar incident-beam direction). The intensities at these
points for the different models were calculated as de-
scribed above; the results have been normalized and are
shown in Table IV. The intensities were normalized to
point 1 for points 1-3 and to point 4 for points 4-6. The
different normalization was used because of the uncer-
tainty in the absorption potential, which will be discussed
further in the Sec. VI. From Table IV, we see that there
are large intensity differences at points 1, 2, and 3
[reflections (020), (—200), and (200)] for the different
charge-ordering models. Models 2 and 3 give the best
agreement. The other models have very large x values
and may be excluded. Models 2 and 3 are distinguished
by the intensities of points 4, 5, and 6 [reflections (—310),
(—1-30), and (3-10)]. Model 2 clearly gives better agree-
ment than model 3. Hence we conclude that charge-
ordering model 2 gives the best agreement with the
CBED experimental results.

VI. DISCUSSION

Before discussing the implications of model 2 as the
best model, we consider some of the uncertainties associ-
ated with our experiment and their possible effects on our
conclusion.

(1) Errors in thickness and beam direction. The error
in thickness determination is 1 nm and the error in the
beam direction is about 0.015 of g(200). The error in in-
tensity due to these two combined errors can be found us-
ing simulations. The error listed in Table II is due to
these two errors.

(2) Errors due to the use of an insufficient number of
beams N. The simulation was carried out using 93
beams. The computer time for the Bloch wave method is
proportional to N?, which is the main limitation on N
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(typical times on our VAXstation 3200 were 26 sec per
data point for N=93) (i.e., per incident-beam direction).
The error caused by this is about one fifth of the errors
due to the thickness and beam direction, which can be
neglected.

(3) Errors in the absorption potential. The absorption
potential is an unknown quantity in electron diffraction.
Despite theoretical effort,***? the most reliable estimates
of the absorption potential come from accurate experi-
mental measurements. The importance of the absorption
potential varies and depends on the required experimen-
tal accuracy. In our accurate measurements of structure
factors in GaAs (1% accuracy) we found that the absorp-
tion potential must be included and refined as an indepen-
dent parameter. However, the accuracy of this experi-
ment is only about 20%. To estimate the effect of the
neglect of the absorption potential, we used absorption
coefficients Vé=0.05 Vg in our simulations, following a
widely used rule of thumb. 3¢ The phase of the absorption
potential was neglected, since the absorption is mostly
due to the high-temperature cubic structure that is cen-
trosymmetric. We found that this absorption potential
does not change the intensity ratios between the (020),
(—200), and (200) reflections, or those between the
(—310), (—1-30), and (3-10). However, it does change
the ratios between these two groups. We also found that
if we normalize these intensities to a single reflection such
as the strong (020), the simulation without absorption
gives better agreement than with an overall absorption
factor of 0.05. This absorption effect can be readily un-
derstood. The most important absorption coefficients are
those of the high-temperature reflections, which couple
the low-temperature reflections we are interested in. The
arrangement of high-temperature couplings vector
around the (200) type reflections is differnt from the that
around the (130) type. For the (200) type reflections it is
the (400) type couplings, and for the (130) type reflection
it is the (400) and (440) type couplings. Hence absorption
effects for the (200) type reflections are approximately the
same, and these differ from those for the (130) type
reflections. This can be understood as equivalent to
different incident-beam directions. This is why different
normalization was used for (200) type and (130) type
reflections. Since the ratio of the same type reflections
was used in this paper to check the models, absorption
effects can be neglected to a good approximation.

(4) Errors in the atomic potential. The structure factor
for low-order reflections can be written as follows:

e}+

Fg'vc(f’:"H—fF )+ > 2mig-Ar, .

The first term is most sensitive to the difference be-
tween Fe?™ and Fe*™, while the second term is due to the
low-temperature atomic displacements. The actual
charge difference between Fe?™ and Fe’' ions in the
crystal is an unknown quantity, although that they are
clearly distinguished in MoOssbauer experiments. If the
difference between them is very small then the difference
between different charge-ordering models is also small.
To test the effects of different valences of Fe ion on our
results, we tried using 0.25 electrons on the Fe?™" site and

0.75 electrons on the Fe3™" site by taking

f(Fe*¥*)=f(Fe**)+0.25[ f(Fe*")— f(Fe?")] ,
f(Fe* %)= f(Fe’t)+0.25[ f(Fe? ") — f(Fe’ )] .

We found that the conclusion that model 2 is the best
model remained unchanged, however, the overall )(2
value for model 2 increased from 1.5 to 4.4 and the y?
values for the other models with large y? values are
slightly decreased, but these x? values are still larger than
that for model 2.

(5) Errors in the atomic coordinates of the low-
temperature structure. The atomic coordinates of the
low-temperature magnetite structure have been measured
by lizumi et al.'> These are approximate coordinates,
due to their use of an incorrect (smaller) cell with higher
symmetry in the refinement. (Their cell uses @ and b axes
with half the length of ours, with symmetry Pmc2,.)
Hence the contribution to reflections (hk0) with A and k
all odd, such as (130) and (310), from atomic shifts is
zero. The reason for this approximation is that these
reflections are much weaker than other low-temperature
reflections in neutron diffraction. This possible error
does not affect our conclusions based on the (020) and
(200) reflections, because their incorrect choice does not
affect these reflections. However, it does make the
difference between models 2 and 3 uncertain.

We conclude that, if the atomic coordinates of lizumi
et al.'’ are accepted, then model 2 and the full ionic po-
tential give the best agreement to our experiment CBED
results. Possible errors in the atomic coordinates make
the choice of model 2 over model 3 somewhat uncertain.
However, other models are ruled out based on the large
x? caused by the (200) reflections. The difference between
models 2 and 3 consists of an interchange in the Fe’* and
Fe** occupancies.

Among the existing experimental results, Mizugouchi’s
NMR results’® give the most direct information on charge
ordering. However, since we have shown before that
none of the models with Cc symmetry agree with
Mizugouchi’s assumption that one Fe’" site is on an 4
plane and the other four are on the B plane. We feel that
symmetry provides stronger evidence, which has been
confirmed by several experiments. Model 2 has a total of
six different Fe’™ sites, if we only consider the nearest-
neighbor Fe’™ ions. Further work is needed to under-
stand the inconsistency between these six sites and the
five Fe** sites detected by Mizugouchi. Mdssbauer ex-
periments7‘8 have identified two different Fe?™ sites, how-
ever, model 2 gives five Fe?™ sites. Model 2 gives finite
magnetic scattering into the (004) reflections due to the
one and three Fe*" ions in the 4 and B planes, respec-
tively. This magnetic scattering was not detected by
Shirane et al.® within their experimental error. The
reason for this may be due to the a-b twinning, since the
magnetic scattering from different domains differs by 7
and therefore cancels. It is now known that a-b twinning
can be suppressed by cooling and squeezing in a magnetic
field.!> It would therefore be possible to test our model
by remeasuring the magnetic (004) scattering. The
model-2 charge ordering does have a center of symmetry
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on B-site number 1, however, this center of symmetry is
destroyed by the low-temperature atomic shifts. This
may explain the magnetoelectric effects observed by Rado
et al.'® and Shiratori et al.'®

The electrons on the B sites are localized, and below
the transition temperature they form a regular lattice.
Above the transition temperature they can be described
as a “Wigner glass” of electrons in a localized, disordered
state.!! The high-temperature conductivity is due to
electron hopping. Ihle and Lorenz!® have proposed that
U >>B, where U is the nearest-neighbor Coulomb in-
teraction and B is the bandwidth. In this limit of extreme
localization, we may neglect quantum effects and treat
the system classically. Then the Coulomb interaction en-
ergy of each electron with its neighboring electron can be
calculated by methods similar to those used for the
Madelung energy. Then

e? n;a

U= —
4rrea ? ri

Here a is the nearest-neighbor distance, € is the dielectric
constant, and n; is the total number of electrons on the
sphere of radius ;. This energy diverges for an infinite
number of electrons. To avoid this, we chose the high-
temperature disordered phase as a reference, in which
every B site is occupied by 0.5 electrons. Subtracting off
this 0.5 electrons from the ordered structure, we have
+0.5 and —0.5 electrons for every Fe*™ and Fe’™, re-
spectively. We can then calculate the electron correla-

tion energy for each site from Iizumi

2 (n.v
€ J

U:
167rea ? v

I
nj)a

9)

Here nj+ and n, are the number of Fe*' and Fe?" ions
on sphere r;, respectively. This series has been summed
over a number of neutral shells in which there are equal
numbers of Fe?* and Fe’" to avoid the Fe?™ and Fe’"
fluctuations at the cutoff sphere, so that the series con-
verges fairly quickly. The high-temperature atomic coor-

dinates are used because the uncertainty about the cou-

plings of charge-ordering model and low-temperature
atomic displacement. The computational results are
shown in Table V. We find that the Verwey model has
the overall lowest classical electron correlation energy,
while models 2 and 3 are the second lowest. The
difference between model 2 and model 3 are within our
computational error. From Table V, the differences be-
tween different models (except the Verwey model) are
small [on the order of 0.5¢%/(16mea)]. But the Verwey
model has now been excluded by much experimental evi-
dence, and hence the electron-phonon interaction must
play an important role in stabilizing the structure. Thus
the electron-phonon interaction energy must be larger
than the difference between the Verwey model and our
model 2. This is

2
e

16mea

AE, ;,>1.8

From Table V, each site in the unit cell has a slightly
different electron correlation energy, which ranges from
—1.39¢%/(16mea) to —1.28e?/(16mea) for model 2. The
electron on B plane has the highest energy. If we only
count the nearest-neighbor interaction, the electron
correlation energy due to short-range order is

,=—2e?/(16mea). Our calculations also show that the
energy of one electron on the empty Fe’' site has
significantly higher energy than the occupied site (Fe?™
site), for model 2 the Fe’" site energy ranges from
1.30e%/(16mrea) to 1.38¢%/(16mea) for the various empty
sites.

It has been postulated that the low-temperature mag-
netite structure results from the condensation of a pho-
non coupled charge-density wave. Model 2 shows such a
charge-density wave. In Fig. 11, we have linked the
nearest-neighbor electrons and see that the form a three-
dimensional (3D) wave string with k=2#(1/24,0,1/c),
polarized in the b direction. This wave character be-
comes clearer in the projection of the 3D wave string
onto the a-b plane shown in Fig. 11.

TABLE V. Electron correlation energy [in units of e?/(16mea), a=2.9685 ;X] for different charge-ordering models and different
electrons in the unit cell. There are 15 different B sites in the unit cell and eight of them are occupied by electrons. The correlation
energy for these eight electrons and the total correlation energy in the unit cell are listed in this table in the order of their site number

in Table II.
Electron correlation energy for electron No.
Model 1 2 3 4 5 6 7 8 Total
1 —1.35 —1.33 —1.35 —1.27 —1.35 —1.35 —1.35 —1.28 —42.58
2 —1.39 —1.30 —1.39 —1.28 —1.39 —1.39 —1.31 —1.28 —42.81
3 —1.30 —1.38 —1.32 —1.35 —1.31 —1.38 —1.32 —1.35 —42.84
4 —1.24 —1.39 —1.32 —1.35 —1.28 —1.39 —1.35 —1.32 —42.58
5 —1.30 —1.30 —1.30 —1.30 —1.31 —1.31 —1.31 —1.31 —41.74
6 —1.31 —1.31 —1.36 —1.36 —1.31 —1.31 —1.36 —1.36 —42.66
7 —1.24 —1.33 —1.30 —1.30 —1.35 —1.35 —1.35 —1.35 —42.33
8 —1.33 —1.24 —1.35 —1.35 —1.35 —1.35 —1.30 —1.30 —42.33
9 —1.35 —1.35 —1.31 —1.31 —1.28 —1.34 —1.33 —1.36 —42.54
10° —1.39 —1.39 —1.39 —1.39 —1.39 —1.39 —1.39 —1.39 —44.60

*Verwey model.
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model 2 electron ordering

(o] Fez*

® F*

FIG. 11. Model 2 electron ordering, and the resulting
charge-density wave. The nearest-neighbor Fe?* ions are linked
by strings and form a wave with polarization direction along the
b axis. This wave character is seen clearly in a projection onto
the a-b plane.

VII. CONCLUSIONS

We conclude this paper with the following three
points: (1) Diffraction experiments have clearly estab-
lished that the low-temperature structure of magnetite
has Cc symmetry (monoclinic). With this Cc symmetry
and under the “Anderson condition,” we show that there

are ten independent charge-ordering models, including
the Verwey model. Previous experimental evidence rules
out the Verwey model, but cannot distinguish between
the other nine models.

(2) Our comparison between experimental CBED pat-
terns at the [001] zone axis and simulated CBED patterns
for different charge-ordering models using existing atom-
ic coordinates and an ionic potential shows that our
“model 2” gives the best agreement, while model 3 is the
second best. Our use of approximate atomic coordinates,
derived from the work of lizumi et al.,'> makes the
difference between models 2 and 3 somewhat uncertain.
Other models, however, are definitely ruled out by the
difference between the (200) and (020) intensities observed
in our experiments. Both model 2 and model 3 show a
characteristic charge-density wave. The difference be-
tween model 2 and model 3 consists of an interchange in
the Fe? and Fe’" B-site occupancies of the spinel lat-
tice.

(3) Our classical electron correlation energy calcula-
tions show that the Verwey model has the lowest electron
correlation energy, while our models 2 and 3 are the
second lowest. This indicates the importance of the
electron-phonon interaction in this system.

This work on the low-temperature structure of mag-
netite forms an essential preliminary to research into the
atomic mechanism responsible for the metal-insulator
transition in this material by high-resolution electron mi-
croscopy.
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FIG. 1. Model of the spinel structure. This model contains
one cubic unit cell. The A site, B site, and oxygen in this model
are indicated by arrows.



FIG. 2. The B-site structure of spinel structure. The A site
and oxygen are not shown. The nearest-neighbor B sites form a
tetrahedron. These tetrahedra are linked together by alternate
corners, and the centers of the tetrahedra form a diamond lat-
tice. The nearest-neighbor B sites form a string in (110) direc-
tions.



FIG. 4. Convergent-beam electron diffraction pattern of
low-temperature magnetite near the [001] zone axis. This
CBED pattern was recorded at 100 kV with a sample tempera-
ture of 90 K. The (2n +1,00) and (0,2n +1,0) reflections are
missing, indicating ¢ centering. The first-order Laue zone due
to c-axis doubling is shown. The missing (+20,0,1) reflections
due to the ¢ glide are indicated by arrows.



FIG. 7. Large camera length, short exposure time diffraction
pattern corresponding to Fig. 4. This pattern shows the details
of the intensity variation in the CBED disks of high-
temperature reflections.



400 440 800

FIG. 8. Thickness and incident-beam direction refinement
based on Fig. 7. A thickness of 40 nm gives the best agreement,
and the (800) reflection is most sensitive to thickness. The posi-
tion of the CBED disk is indicated by the superimposed open
circle. This position gives the incident-beam direction.



FIG. 9. The positions of the six points in the CBED disks,
which were used for model comparison. This figure corre-
sponds to Fig. 4, with a larger camera length. The most impor-
tant feature in this figure is the asymmetry between the intensity
of the (+200) and (0+20) reflections.



