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The liquid-helium surface is used to confine a two-dimensional plasma of positive helium ions, at
0

a depth under the surface of approximately 300 A. Plasma-wave resonances are excited and mea-
sured over the temperature range from 14 to 400 mK, at ion densities up to 1 X 10'/cm . The ion
effective mass determined from the resonant frequency is measured as a function of temperature,
and the limiting T =0 value is found to be m =30+1 helium masses. The resonant linewidth mea-
sures the ion mobility, which reflects the scattering of the ion from elementary excitations near the
helium surface. A change is observed from phonon scattering above 0.2 K to ripplon scattering
below that temperature. In the ripplon regime the mobility decreases rapidly as the electric field
perpendicular to the surface is increased. The Wigner crystallization transition has been searched
for, but no change in the plasma-wave characteristics has been observed over the range
20 & I & 2000, where I is the ratio of Coulomb energy to kinetic energy.

I. INTRODUCTION

We report on a series of measurements of the mobility
and effective mass of helium ions at the surface of liquid
helium. Ions at the surface of liquid helium form a sys-
tem that has been of considerable experimental and
theoretical interest for some time. ' The ion system is not
only a model system for the two-dimensional (2D)
Coulomb gas but also allows the measurement of the in-
teraction of electric charges with the helium liquid.
These interactions are physically observable as the
effective mass and mobility of the ion complexes. These
two properties are readily accessible to experimental in-
vestigation in this system. The liquid-helium system is
also an ideal one in which to investigate the mechanisms
for melting in two dimensions. The helium background
has a degree of uniformity and purity that cannot be at-
tained for similar systems in semiconductor inversion lay-
ers.

The mobility of electrons above the free helium surface
was first measured by Sommer and Tanner, which has
since led to extensive theoretical and experimental inves-
tigations. This work reports studies of a system which
is similar in many respects, that of positive ions held just
below the helium surface. The major differences from the
case of electrons in the vapor are the effective mass,
which is much greater for ions under the surface, and the
presence of direct interactions with the surrounding
liquid.

Fluctuations in the ion density obey the two-
dimensional Coulomb dispersion relation,
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where m * is the effective mass, k the wave number, and n

is the two-dimensional ion density. Appropriate bound-
ary conditions give a resonant standing wave solution.
The ion-plasma resonances are used to probe the proper-

ties of the two-dimensional ions and their coupling to the
helium surface.

The sheet of charge is confined to a circular area by
electric fields. Standing wave density oscillations can be
driven in a radial breathing mode by a small modulation
of the confining electric fields. The first observation of
this plasmon mode was made by Ott-Rowland et al. for
positive ions and later observed by Barenghi et al. ' for
electrons under the surface. Similar modes have been ob-
served for electrons above the surface. More recent
work on positive ions has been reported by us' and by
Mellor et al."' The present paper is a more complete
description of our results. Section II of this work gives a
theoretical overview, Sec. III describes the experimental
system and method and, Sec. IV discusses the results and
comparisons to theoretical work.

II. THEORY

A. Positive ions in liquid helium

3e2 e l V, 2os +P =P,„,
8~p R @+2 VI

—V, R
(2)

where P is the ambient pressure of the liquid far from

The behavior of ions in helium has been studied by
both theorists and experimentalists for nearly 30 years.
The original model of the positive ion in helium is due to
Atkins. ' This so-called "snowball model" is due to the
solid layer of helium that forms around the ion. The ion
has very little zero-point motion due to its high mass, and
thus it can be idealized as a point charge. This is in con-
trast to the less massive electron which forms a bubble,
inside of which the electron is in an extended state. A
solid layer forms around the positive ion due to the local
electrostrictive pressure being larger than the melting
pressure of helium. In a simple model' the radius R of
the snowball is given by
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=2 3
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where p is the mass density of the surrounding superfluid.
All these factors result in an effective mass on the order
of 30—40 helium masses. This mass was measured by the
observation of resonant modes in the vertical direction by
Poitrenaud and Williams, ' giving a value of 43.6+2 heli-
um masses and a radius of 6.1 A at a temperature of 0.7
K. This mass was originally thought to be temperature
independent but the work of Ott-Rowland et al. and the
present results show a significant decrease in the mass at
lower temperatures.

B. Confinement of ions at a free surface

The ions in the liquid constitute a single-species plas-
ma. The confinement of this plasma is effected by exter-
nal electric fields and the free liquid-helium surface. The
interaction of the ions with the surface can be modeled as
point charges in a simple dielectric material where the
ions see an image repulsive force from the surface. An
external vertical electric field, denoted E~, is also applied
to give a stable equilibrium point in the vertical direction

4

-40

the ion, P is the melting pressure ( =25 bars), e is the
dielectric constant of liquid helium (1.0572), V, and VI

are the molar volumes of liquid and solid He, and O.,I is
the solid-liquid surface tension for helium ( =0. 135
dyn/cm). ' If the solid-liquid surface tension is neglected
the radius is calculated to be 6.53 A. An improved mod-
el, allowing for the increase in density of the helium at
high pressures very near the ion, was calculated by
Schwarz. '

The total effective mass of the ion is the result of the
increased helium density in the neighborhood of the ion,
and the hydrodynamic mass of the object. This latter
term is due to momentum reversibly transferred to the
displaced fluid as the ion complex moves through the
superfluid. The surrounding fluid is assumed to be in-

compressible in this simple model. For a spherical shape
this hydrodynamic mass is equal to half the mass of the
displaced fluid:

(see Fig. 1). The potential as a function of z, the distance
from the surface is given by

e e —1 1
V(z ) = —+ eE~z . (4)

4e @+1 z

The point of stability at which the derivative is zero is
given by

e(e —1)
4e(e+ 1)E,

3.076 X 10'

where for the second expression, if E~ is given in
volts/cm, zo is in A. For a typical field of 100 V/cm, this

0

gives an equilibrium distance of 308 A. The small value
of the curvature of the well at the minimum gives closely
spaced quantum excitation levels. The level spacing of
the harmonic-oscillator states is

ALE =5.22X 10 E K

or AE =4. 8 mK for the same typical holding field
strength of 100 V/cm. Thus, unlike the system of elec-
trons above the surface, where the electrons sit at the
lowest state, the system has several levels populated at
even the lowest temperatures reached in this series of ex-
periments (T=15 mK) and should be considered as a
classical harmonic oscillator in the vertical direction.

In the classical limit we can roughly calculate the fluc-
tuations in the distance to the surface due to thermal ex-
citations in the vertical direction. It can be shown using
Eq. (4) that the thickness of the ion sheet increases slowly
with the temperature; for typical holding fields of 100
V/cm it increases from a half width of 16 A at 20 mK to
83 A at 500 mK. In the limit of assuming a pure
harmonic-oscillator potential the width reduces to the
calculation of Cole. Even with these fluctuations the
system remains two-dimensional because the ratio of the
fiuctuations to the interparticle spacing () Ipm) is typi-
cally less than 1%.

It has been shown' that the activation energy for a
current of negative ions through the surface is =25 K,
and that it is not possible for positive ions to penetrate
the surface for fields less than 400 V/cm at temperatures
less than 1 K. Thus theoretically the system of positive
ions can be confined indefinitely; in practice the vibra-
tions of refilling the Dewar with liquid helium cause loss
of the confined charge.
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C. Plasma-wave resonance conditions

(7)

A schematic of the geometry of the cell is shown in

Fig. 2. The solution for the electrical potentials and ion
dynamics for this system of charges gives, in the absence
of magnetic fields

co, = nok, V(k, ),27Te
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FIG. 1. Potential energy of an ion as a function of the dis-
tance from the surface for three different values of the holding
field E, . The equilibrium points are marked on the axis.

where k, is the set of wave vectors determined by the
boundary conditions. The form factor P(k ) is the
modification of the ion interaction due to screening of the
ions by induced charges on the top and bottom metal
plates and to the polarization charge induced by the sur-
face of the helium. The form factor is given by
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2 sinh(kd )sinh[k(h —d )]
sinh(kh )I 1+(e—1)sinh[k(h —d )]cosh(kd )/sinh(kh ) I

In the limit that kh ~~ or the limit where the wave-
length is short compared to the spacing between the
plates, the form factor reduces to

(9)

For the opposite limit where the wavelength is large com-
pared to the spacing the form factor reduces to

2kb(1 —d /h )

k 0 1+@[(1 —d /h )/(d /h )]
(10)

Notice that in this limit V(k ) ~ k so that Eq. (7) becomes
dispersionless in the low-frequency, long-wavelength lim-
it.

From basic electrostatic theory we know that the po-
tential must vanish at the metallic walls of the cell,
r =Ro. That is,

$(RO) =0 .

However, the experimentally observed frequencies match
the boundary condition: 5R =h/n. , (13)

function of the radius. The equilibrium charge density is
shown at the top, with the density dropping to zero at
r =R. The variation in the density, 6n, is shown for the
fundamental mode. There is a spike at the edge of the
charge sheet where the density changes are due to the ex-
pansion of the charge sheet itself under the inAuence of
the driving fields. As can be seen from the figure, the
boundary condition that the velocity equal zero at the
edge of the charge pool is very close to the actual bound-
ary conditions. Thus the simplified boundary condition
U =0 „z gives quite good agreement with observed fre-

quencies for the dispersion relation. Our results for the
first five radial modes are shown in Fig. 4, where the
agreement with Eqs. (12) and (7) is better than 3%.

A step function is a reasonable approximation to the
actual charge density in the cell. The density actually
goes to zero quickly and smoothly. Calculations by
Prasad and Morales' show that the width of this transi-
tion region is entirely determined by the cell geometry.
The width of the region 5R is given by

=0, (12)
where h is the cell height. For the dimensions used in
these series of experiments the fractional width

where R is the radius of the charge pool. This is a condi-
tion that the ion velocity be zero at the charge pool
boundary since v ~dgldr It was s.hown by Prasad and
Morales' that these boundary conditions are consistent
and hold at slightly different locations in the cell. The
potential is zero at the metallic walls, and the derivative
of the potential with respect to r is almost zero at the ra-
dius of the charge pool. The radius of the charge pool is

not the same as the radius of the cell. Numerical simula-
tions' ' show that there is a region of zero charge densi-

ty between the edge of the charge pool and the edge of
the cell. If the dynamical system is modeled, it shows

that the slope of the potential is very close to zero at the
charge pool radius and the potential itself drops quickly
to zero at the cell wall. This is illustrated in Fig. 3 which
shows, assuming a step function equilibrium charge den-

sity, the variation in potential and the ion velocity as a
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FIG. 2. Schematic of the geometry and variables used to
solve the electrodynamics of the experimental cell.

FIG. 3. Calculation by Prasad and Morales for a step func-
tion charge density, top,' and for the lowest mode, plots of the
variation in charge density, the potential and the ion velocity as
a function o the radius. The cell edge at Ro is shown.
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FIG. 4. Resonant frequencies of the five lowest modes of the
cell. The solid line is the predicted dispersion.

5R /RO=0. 056, which is a small fraction of the charge
pool.

At the edge of the cell where the liquid contacts the
walls there is a meniscus, where the liquid surface is
curved upwards. Any charges in the region of the men-
iscus will feel a component of the force normal to the
slanted surface in the positive radial direction. This out-
ward force is balanced by the electric field due to the
guard ring. Very near the guard ring where the surface is
almost vertical, it is not possible to confine the charge
and thus there is always a charge depleted region adja-
cent to the guard ring. For charge densities near the
maximum that can be confined by a given set of holding
potentials the electrostatic calculation for a flat surface
would allow charges in the region near the guard ring.
However, the added radial force in the meniscus region
causes all charges in the region to flow outward to tl, =

confining potential ring and be lost from the system.
This effect prevents the cell from being charged to the
maximum charge density that is calculated by numerical
simulations' and care must be taken in changing the
confining potential such that charges are not lost from
the system.

Though the drive, detection, and boundary conditions
are designed to excite only radial modes of the system,
azimuthal modes were observed in early experimental
runs. Figure 5 shows an example of these modes with
identifications of the mode numbers made according to
the calculations of Prasad and Morales. ' The observed
modes are a fairly complete set up through the third radi-
al mode and the second azimuthal mode. The frequen-
cies agree well with the numerical predictions and show
that the mode structure is well understood. The system

may have been sensitive to these nonradial modes due to
a slight tilt to the cell. If the axis of the cell is not paral-
lel to the gravitational field, then the liquid surface will

not be parallel to the plates generating the holding fields,
resulting in a nonuniform charge density. This nonuni-
form charge density would break the cylindrical symme-

try of the system, making it sensitive to azimuthal modes.

Frequency (kHz)

FIG. 5. A response curve showing several azimuthal modes.
The modes are labeled (l, n) where 1 is the azimuthal mode
number, and n is the radial mode number. Average of eight
sweeps with holding field of 371 V/cm and temperature of 18
mK.

More careful alignment of the cell in later runs reduced
these modes below the noise level.

D. Wigner crystallization

It was first proposed by Wigner that a three-
dimensional Fermi system should have an electron-liquid
to electron-solid phase transition as the density is
lowered. At low enough densities the Coulomb interac-
tion will predominate over the Fermi energy. Subse-
quently Crandall and Williams ' showed that a similar
transition should occur in a two-dimensional system as
the density is increased beyond some critical value. For a
two-dimensional system of electrons above the surface of
liquid helium, this transition was observed by Grimes and
Adams, and later confirmed by shear wave propagation
reported by Deville et pl.

The melting temperature can be expressed in terms of
I, the ratio of Coulombic to kinetic energy where

e'&n.n

k T
(14)

and n is the areal density of electrons. Grimes and
Adams detected the formation of the crystal by using
an rf absorption technique. They observed the crystalli-
zation between 0.4 and 0.65 K with densities of
(4—9) X 10 /cm . They found a critical value of
1,=131+7 which agrees well with computer simula-
tions. Analytical calculations of the melting transi-
tion ' give a phase diagram and mechanism for the
solid-liquid transition. Though ome numerical simula-
tions show first-order transitions, a number of authors
feel that the transition is of the Kosterlitz- Thouless
type; ' in the solid phase the positional order falls off as
some power of the distance due to thermally excited
dislocation pairs. As the temperature is increased the
number of dislocation pairs increases until at a critical
temperature the dislocation pairs unbind and the long-
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range order falls off exponentially. Thouless applied
this model to the two-dimensional electron system and
obtained a rough estimate of the critical value I,~,

=78.
These calculations give a transition temperature that is
independent of the mass of the ion, and for our system of
ions below the surface would predict a similar value of I,
as observed for the electron case. The larger mass should
not change T„and if anything it should make the system
even more classical. For our series of experiments, which
range in temperature from 13 mK & T & 450 mK with
densities of 10 &n &10 cm, the values of I cover a
range of 20& I &2000. As will be shown later, we have
observed no unusual features in the plasma-wave propa-
gation at the transition temperature.

One consequence of the crystallization in this system is
the formation of bumps in the helium surface above the
localized ions. Ions below the surface of liquid helium
can self-trap into states localized in the horizontal plane.
The additional energy gained by the regular deformation
of the helium surface by charges in a triangular lattice
has been calculated by Shikin and Monarkha. ' This
binding energy of the ion to the bump is small and if
there is no crystallization the localized states will not
form at nonzero temperature (T) I mK). In the crystal
state the bumps will form since the binding energy is mul-
tiplied by the total number of ions. However, since the
effective mass of the bumps is typically only a few elec-
tron masses, the bumps have little effect on the positive
ions below the surface.

III. EXPERIMENT

A. Experimental apparatus

SG

FIG. 6. Schematic of the interaction region of the cell show-

ing the top plate with center button, C; reflector, S; guard ring,
G; screen grid, SG; top plate, TP; and the field tips FT (not
drawn to scale).

ooe tip degraded due to overheating and melting, the
next sharpest tip would automatically replace it. An ar-
ray of ten tips was normally used thus ensuring that the
cell could be used several times without opening and
resealing. One set of ten field tips lasted for three
separate experimental runs, a total of over 200 chargings
of the surface.

A Speer 100-0, carbon resistance thermometer sanded
flat on one side to expose the resistive element was sub-

merged in the liquid helium below the screen grid. Cali-
bration of this resistor was originally done with a cerium
magnesium nitrate thermometer mounted adjacent to it
and referenced against an N.B.S. SRM-768 fixed-point
temperature standard.

The experimental cell is similar to that used in previ-
ous ion work. The experimental region is contained in

a sealed copper cylinder with a cupro-nickel capillary
filling tube (0.25 mm i.d. ) attached to the side of the cell.
All major pieces of the apparatus are constructed of gold
plated copper. The cell is mechanica1ly attached to the
mixing chamber of a helium dilution refrigerator. A
piece of sintered copper of about 0.8 cm is recessed into
the inside of the bottom plate for thermal contact to the
liquid helium.

The interaction region inside the cell, shown in
schematic in Fig. 6, is surrounded by a guard ring of ra-
dius 1.53 cm. Small Mylar washers provide electrical iso-
lation from the top plate, above, and the screen grid
plate, below. The total height of the interaction region is
0.269 cm. The top plate has a recessed, electrically iso-
lated button of radius 0.51 cm as a capacitive detector.
The aperture in the screen grid plate is covered by a mesh
screen soldered into a recess. This mesh is composed of
gold plated steel wires of 0.028 cm diameter with a center
spacing of 0.084 cm.

A field emission technique was used to inject charge
into the liquid helium. The field emission tips were elec-
trochemically etched in a solution of potassium hydrox-
ide. This results in tips that were optically sharp when
inspected with a 1000X microscope. Several field tips
were mounted in parallel below the screen grid so that if

B. Procedure

After the cell was sealed and mounted on the dilution
refrigerator it was flushed at least three times with
purified helium. The dilution refrigerator was then
cooled and the mixture started circulating in the standard
manner. After the system reached a base temperature in
the millikelvin region, the cell was filled with purified
helium to a level of about 40% of the spacing between the
screen grid and the top plate by monitoring the capaci-
tance between the center button and the screen grid. At
the end of the run the cell was flooded with helium and
the filling fraction was once again calculated as a con-
sistency check.

Ordinary helium extracted from natural gas wells con-
tains traces of He of a few parts in 10 . The helium used
in this experiment was purified of 'He by flow through a
Vycor superleak with a heat flush. ' The method has
been known to give a residual He concentration of less
than one part in 10",but no attempt was made to mea-
sure this for our purification. Levels of one part in 10"
for our cell configuration would result in a submonolayer
of He at the surface with a particle spacing of about 150
A.

Once the cell was filled and cold, the surface was
charged with ions by setting the voltages on the screen
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grid and guard ring to the desired values and then apply-
ing a voltage to the field tips. A current limiting resistor,

t 1.5 X 10' 0, was put in series between the high-
volta e onvoltage power supply and the field tips. The vo age

the field tips was increased slowly until a sudden warming
of the temperature sensor in the cell was noted. This
would occur at a typical voltage of =2200 V for reason-
ably good field tips. This voltage would be applied for 15
to 30 sec and then reduced to 0 V and the field tips con-
nected to electrical ground. It was observed that a ter
charging it wou ah

' 't uld take about 15 to 20 min for the quality
The wouldfactor of a plastna resonance to stabilize. The Q wou

originally be low, increasing in time to a final steady
value. This behavior may be a result of remanent vortici-
ty created by the charging process.

To characterize the system both the frequency and
linewidth of the resonant modes were measured. This
was done by sweeping slowly and continuously in fre-

h h the resonance, with the drive on the
guard ring generated with a Hewlett Packard
synthesizer/function generator, and simultaneous y
recording the amplitude of the signal at the center but-
ton. The voltage swings on the center button were
amplified using an Ithaco 1201 low noise preamplifier and

EG8co 5206 two-phase lock-in analyzer for noise re-
jection. A schematic of the electronics is shown in Fig.

This amplitude was recorded in real time on a ata
Precision D6000 wave-form analyzer and transferred to
the laboratory computer for later curve ingve fittin and
analysis. Usual sweeps recording 100 points over a range
of a few kilohertz were made at a rate of 1 sec per point.

with a hi herAttempts to sweep through a resonance wit a ig
rate added distortion to the curve and caused an apparent
shift in the center frequency. The real time signal from
the center button could also be recorded by the wave-
form analyzer, allowing different frequency components
to e measut b easured by a fast Fourier transform technique.

dThe guard ring and the screen grid were held at fixe
voltages by ordinary dc power supplies. A long time con-
stant (r 2 0.5 sec) filter was attached to the output of the
powower supplies to prevent small voltage spikes w en
changing the voltages on the guard ring and screen grid.
Such spikes would cause a loss of charge from the sur-
face.

~ ~

The resonance curve was fitted to a Lorentzian line
shape with a linear background. The fitted curve is

+bo+ b, co,
Ao

[(coo—co ) +2' coo/(I+2Q )]'
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as possible to still be able to record a clear signal. Even
at the lowest drive levels there seemed to be some distor-
tion of the peak from that of a true Lorentzian. Howev-
er, the drive was below the level where the frequency or
quality factor of the peak was a function of drive level.
We were unable to determine the causes for this deviation
from a true Lorentzian response.

O
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CL
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cf

FIG. 7. A schematic of the drive, detection, and recording
electronics connected to the cell.

where the amplitude Ao,' the center frequency coo, the
quality factor of the resonance Q; and the linear bac-

round bo and b, can be determined by a least-squares fit

to e meath easured curve. A fit was found using a nonlinear
technique due to Levenberg and Marquardt. n ex-
ample of a data sweep and fitted Lorentzian is shown in
Fig. 8.

Once the resonance was observed, the temperature or
perpendicular electric field was slowly varied and the res-
onance tracked. The drive level was set at as low a value

0
62

Frequency (k Hz}

I

70 74

FIG. 8. An example of a recorded frequency sweep with a
fitted Lorentzian curve. The data was recorde d with E =74
V cm, V =22. 1 V, with a drive level of 2 mV peak to pea .

kHz ~ =83.57, and anThe fitted parameters are fo =67.63 kHz,
amplitude of 178.5 pV.
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When the perpendicular electric field is changed, the
guard-ring voltage must also be changed to keep the
charge pool radius constant. To hold this radius con-
stant, the potential difference between the center and the
edge of the charge sheet must be held fixed. This condi-
tion requires that when the voltage V,g on the screen grid
is changed, the voltage V on the guard ring must be ad-

justed such that

100 I pp
ppp p

pp

V~
—V, (d/h)=const . (16) 4 80-

That this procedure would hold the charge pool constant
(to better than 0.5%) was verified by computer calcula-
tions of Prasad. In changing the holding fields the
guard ring voltage was always increased first when in-
creasing holding fields to prevent the charge pool from
spreading and contacting the guard ring.

It was still noted in initial runs that for some values of
the holding fields and densities, the resonant frequency
would be a function of the perpendicular electric field.
This was usually a reversible dependency in that if the
fields were reduced to the original values, the frequency
and quality factor would also return to their original
values. This implies that charge was not lost from the
surface. However, if the perpendicular field was in-

creased beyond a certain value then charge was irreversi-
bly lost from the system. We believe that these anoma-
lous effects result from the charge being forced into the
region of the meniscus of the helium surface, where Eq.
(16) is not valid. The charge pool radius did not remain
constant but expanded, lowering the frequencies and
finally resulting in charge loss when the conducting guard
ring was contacted. To prevent this from interfering with
the measurements, the guard-ring voltage was increased
slightly immediately after charging, to compress the
charge sheet and keep the edge of the charge pool away
from the meniscus region. With this procedure the reso-
nant frequencies remained constant to within 1% when

E~ was varied.
If the voltage on only the confining guard ring is in-

creased, the charge pool radius will decrease. This will
increase both the wave number of the resonance and the
density of the ions since the total charge is conserved.
Numerical simulations by Prasad' ' give the depen-
dence of the charge pool radius on V . From the calcu-
lated radius the resonant frequency is predicted and
shown in Fig. 9. The predicted frequency follows the
same form as the measured values, although there is a de-
viation of about 5%%u~ at the highest densities. This agree-
ment with the predicted frequencies shows that the nu-
merical simulations model the charge sheet fairly accu-
rately. The confining fields were at the lowest value when
the charge density was measured for this example and
thus the effective mass was determined by this point. The
density at that point was 3.04 X 10 /cm, and the
effective mass was calculated to be 30.3 helium masses at
14 mK.

C. Charge density measurement

70
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v, (v)

I

80
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l00

charge measurement is essentially identical to that used

by deGrassie for three-dimensional single-component
plasmas. This process releases the charge from the
holding fields and thus is a destructive type measurement.
The schematic of the electronics setup for this measure-
ment is shown in Fig. 10. The guard ring potential V
was instantaneously reduced to zero by grounding the
connecting lead with a mercury wetted switch while
recording the transient exponential decaying voltage on
the center button. The relation giving the charge density,
taking into account the spacing between the ion layer and
the metal plates is

~bV
eRAf ' (17)

Computer

Dota ~recision D6000
Waveforrn Recorder

Signal

Ithaca 120 I

Preamp

Guard Ring
Bios voltage

~ I

Ce l l

I t

1 vrrxn I

! I

( rj
I

lg
I

L
~ Screen Grid

Bios Voltage

FIG. 9. Resonant plasma frequency as a function of the
confining guard-ring voltage, The solid line is the prediction of
Prasad (Ref. 45). T= 14. 1 mK, E, =54.2 V/cm.

The charge density in the ion sheet was measured at
the end of each set of measurements. The method of

FIG. 10. Schematic of the electronics for measuring the

charge density.
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where ~ is the measured time constant of the decay, 5 V is
the voltage jump at the time the guard-ring voltage is
turned off, R is the resistance through which the center
button discharges (the amphfier input impedance of
10' 0), e is the electronic charge, A is the area of the
center button (0.810 cm ), and f=d Ih is the filling frac-
tion ( =0.40 in these experiments). A least-squares fit to
the form

const, (t (to)
V(t) =

const+6, Ve ' ', (t ) to)

f24-

t20-

xx

x x x
x

is found and the charge density calculated. The region
just after to is not weighted as heavily as the rest of the fit

since the electronics did not respond fast enough to cap-
ture the peak well. The fit to the rest of the decay is quite
good as can be seen in Fig. 11 and the value of the jump
at t =to can be extracted. The background displacement
charge induced on the center button by the holding fields
for the cell with no trapped ions is also measured and
subtracted to determine the actual ion density. This dis-
placement density depended on the magnitude of the
holding fields and was =6 X 10 /cm for V, = 15 and
V =30.

Since the area of the center button is well known the
uncertainty in measuring the charge density is due to
inaccuracy of the fitted parameters. The overall accuracy
of the charge density measurement was calculated to be
6%. The charge density was determined after each set of
measurements, before the cell was charged to a new den-
sity.

IV. RESULTS

A. Ion efFective mass

As the temperature of the liquid helium is varied the
plasma resonance frequency is found to change. We in-
terpret the changes in frequency as changes in the
effective mass of the ion. This phenomenon was original-

116
0

I

)00
I

200

Temperature (mK)

I

500

FIG. 12. Frequency of the central resonance peak in ki-
lohertz as a function of temperature.

co = no&'(k)
27T8

m
(19)

shows that the only quantity that can possibly be temper-
ature dependent is the effective mass, m*. If we thus
solve for m * as a function of temperature, all other quan-
tities being known, we get the results shown in Fig. 13.
The crosses are derived from the data of Fig. 12 while the
circles are based on measurements at a different density
and holding field. As can be seen the mass decreases
significantly with decreasing temperature. Though the
dependence of the effective mass on temperature is well

ly observed at higher temperatures by Ott-Rowland et
al. Figure 12 shows that as the temperature increases
the resonant frequency decreases substantially. An exam-
ination of the dispersion relation,
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O
E

CP

4-
CL
E

: 32-
C)
E

x
x

x
x

x

0-

40

a~
~ 'M ~ ~ ill/ ll

I

80
I

160 240
28

0

X
x x

x
x

x x
xx x

I

too
I

200
I

300
Time (ms) Temperature (mK)

FIG. 11. An example charge dump with fitted exponential
decay. AV=12. 23 mV, ~=43. 15 ms giving charge density
n =9.1 X 10~/cm~.

FIG. 13. The ion efT'ective mass in helium masses as a func-
tion of temperature; circles, E, =74 V/cm, n =3.2X10 /cm;
crosses, E~ = 186 V/cm, n =8.92 X 10 /cm .
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(20)

established by the data, the difference between the curves
for the two different densities may not be significant since
the difference is smaller than the uncertainty in the
charge density measurements.

The limiting T=O value of the effective mass can be
seen from Fig. 13 to be 30+1MH, . This is in agreement
with the results of Mellor et a/. "who have independently
measured the effective mass using similar techniques.
Figure 13 shows a lessening of the slope of the effective
mass as the temperature is lowered. Earlier work in the
higher-temperature regime found a roughly linear behav-
ior with temperature, while the present work demon-
strates that the effective mass appears to approach a con-
stant value as T~O.

The causes for this temperature dependence of the
effective mass are speculative. One possible effect which
was considered is an increase in the liquid-solid surface
tension with temperature, leading to an increase in the
snowball radius and mass. For a 10% increase in the
mass of the snowball, the solid-liquid surface tension
must decrease also by about 10%. No evidence of tern-

perature dependence of the interfacial tension has been
seen, though measurements are difficult and possibly
dependent on the crystal orientation.

It has been suggested' ' " that the increase in

effective mass might be related to the thermal velocity of
the ion complex. The hydrodynamic correction to the
mass, given by Eq. (3), was derived based on the assump-
tion that the helium liquid is incompressible. If the
compressibility of the fluid is accounted for, the hydro-
dynamic correction becomes a function of the velocity. '

If the mass is velocity dependent the thermal velocity
would also contribute, giving

(u +v, )
m ' =mo 1+]c

C2

in at least rough agreement with the above results. In the
long-wavelength classical limit the result of Pang varies
as u, /c, in agreement with the result of Putterman et
al. It is apparently the inclusion of shorter-wavelength
phonons which increases the magnitude of the effect.

A different proposal for explaining the effective mass
was advanced by Elser and Platzman. " They postulated
that the microscopic cluster of atoms making up the ion
may deviate from spherical symmetry. In motion these
misshapen ions would then spin and acquire rotational
energy, altering the energy-momentum relationship. Cal-
culations showed that the observed temperature depen-
dence could be accounted for if there was roughly a 30%
asymmetry of the ion. This is fairly large, and given the
spherical symmetry of the electrostrictive force creating
the cluster it is unclear that the weak atom-atom forces
could give rise to a modification of the ion shape of that
magnitude. That either of these theories' ' give a
correct quantitative value of the shift in effective mass is

unclear at the present time.

m Q)o
(21)

B. Mobility

We report measurements of the mobility of the positive
ions under the surface by measurement of the plasmon
resonance linewidth. These measurements extend down
to 14 mK.

The quality factor is proportional to the ion mobility,
which is a measure of the scattering of the ion from ele-
mentary excitations of the helium. In this experiment
these excitations are phonons in the bulk, and ripplons at
the helium surface. The mobility is obtained from the
quality factor Q by the following relation:

where u, =3k' T/mo is the ion thermal velocity, v is the
velocity due to the electric driving field, and c is the first
sound velocity (2.4X10 cm/s). The thermal velocity of
the ion is about 140 cm/s at a temperature of 10 mK, and
the driven ion velocity is of the same order of magnitude
when nonlinear effects begin to shift the resonant frequen-
cy. Thus the same mechanism which causes the shift in
resonant frequency with increasing temperature may also
cause the shift in resonant frequency with increasing am-
plitudes, as is planned to be discussed in a later paper.
Such a dependence of the mass on the ion velocity would
give a linear temperature dependence to the mass with
the intercept at zero temperature a function of the driv-

ing amplitude and the "bare" mass. The lower data set in

Fig. 13 shows a linear dependence in the low-temperature
portion of the plot. A fit of a straight line to this region
gives a slope of 8.2 MH, /K. This would correspond to a
value of ~=75. The calculation of Putterman et al. '

leads to a value of 0.17 which is a factor of 400 smaller.
A different technique of incorporating the He compres-

sibility was used by Pang, who has considered the emis-
sion and absorption of phonons by the ion. The ion-
phonon interaction gives rise to an effective mass which
increases linearly with T, with a proportionality constant

where coo is the frequency of the resonance.
We have found that the linewidth of the plasma reso-

nance and hence the scattering rate of the ions increases
sharply as the temperature is increased. This drop in the
quality factor, Q, of the resonance is shown in Fig. 14.
The mobility for three different holding fields and densi-
ties is shown in Fig. 15. The principal features of the mo-
bility are the constant value up to 150 mK, and the sharp
decrease above that temperature. We postulate that the

mobility in the low temperature regime is limited by rip-
plon scattering at the surface, since the phonons are
frozen out. At high temperature the mobility decreases
as the number of phonons increases rapidly

phooon

Our data shows no temperature dependence for
T (100 mK while that of Me11or et al. ' continues to in-
crease slowly with decreasing temperature. We do not
believe that this is due to lack of thermal contact between
the ions and the liquid in our experiment since the
effective mass remains temperature dependent in this re-
gime. Our results also give a somewhat lower mobility
than comparable results of Ref. 12.

The solid line in Fig. 14 shows a T dependence and
gives a good approximation to the data in the high-
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FIG. 14. The quality factor Q, of the resonance as a function
of temperature. n =8.45X10 /cm, E,=186 V/cm.

temperature region. A more careful fit to the data in the
region of the sharp drop gives a temperature exponent of
—5.3+0.4 for the circles in Fig. 14 and an exponent of
—3.7+0.4 for the triangles. Schwarz and Stark have
calculated the phonon limited mobility for positive ions
in bulk superAuid helium. This theory of scattering from
ions gives a temperature dependence to the mobility of
p o- T '" ', where one assumes the scattering cross sec-
tion o (k ) CC k". The theory is based on a treatment of the
ion moving through a field of thermal excitations being
analogous to a particle moving through a gas. At
thermal velocities the ion carries about 100 times the
momentum of the average phonon so small-angle scatter-
ing must dominate. Schwarz measured a temperature
dependence approaching T for phonon scattering in
bulk helium below 0.5 K, in agreement with n =4 for
Rayleigh scattering. ' A possible reason for the
difference between this result and our observed behavior

close to T might possibly arise from the ion recoil be-
ing mostly limited to the two-dimensional plane, thus
changing the allowed phase space of the final state. The
characteristics of the phonon and its interaction with the
ion may also be modified by the proximity of the surface.
In this temperature range the wavelength of a thermally
excited phonon is comparable to the distance of the ions
from the surface, which may also affect the scattering
rate as was suggested by Shikin.

At lower temperatures scattering by phonons becomes
less important due to the decreased number of thermally
excited phonons. Thus scattering by ripplons becomes
the predominant process at the lowest temperatures and
limits the mobility in that regime. At these lowest tem-
peratures we find the mobility to be a roughly constant
function of temperature, as discussed earlier. In this re-
gime there is a strong dependence of the ion mobility on
the holding field E~. This effect is shown in Fig. 16 for
three different charge densities along with the corre-
sponding derived mobilities. There are two possible ex-
planations for this effect. One is that the matrix element
describing the ion-ripplon coupling may be similar to the
electron-ripplon case, which is linearly dependent on E~.
This arises from the interaction energy eEt5z, where 5z is
the ripplon oscillation amplitude. The coupling for the
electrons above the free surface was first calculated by
Shikin and Monarkha ' and later by Platzman and
Beni. ' The mobility for this case is predicted to follow
the form

Po

(Eo+Ei )
(22)

where po=8crhlm *e where cr is the surface tension, and

Eo is linearly dependent on temperature. This tempera-
ture dependence of Eo would predict a weak temperature
dependence to the mobility in the ripplon scattering re-
gime.
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FIG. 15. The mobility as a function of temperature. The
solid line is T for comparison. Circles: n =3.2X 10'/cm',
E~ =74.3 V/cm; triangles: n =8.45X10 /cm, E, =186 V/cm;
crosses: n =2.56X10 /cm, E, =372 V/cm.

FIG. 16. Derived mobilities as a function of E&. The crosses
are for n =6.9X 10 /cm; triangles, n =4.04X 10'/cm', circles,
n =8.44X10 /cm . The solid lines are fitted curves as de-
scribed in the text.
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Although the applicability of Eq. (22) can be ques-

tioned, we have fit our data to a function of this form.
The solid curves in Fig. 16 show the resulting fits. The
fitted values of the constants p,o and Eo are summarized
in Table I. The value for Eo is of the same magnitude as
the value of 203 V/cm calculated by Platzman and Beni '

and measured by Grimes and Adams. The fitted value
for po is quite different than the predicted value of
po=9 X 10 V/s. This large discrepancy in po may be due
to the much larger mass of the positive ions compared
with the electron case. Since the momentum of the ion is
about 10 times larger, small angle scattering dominates
and it takes many more scattering events to significantly
change the momentum. It is not entirely clear that Eq.
(22) can be applied to ions since the derivation assumes
electron states above the surface.

Another reason for the dependence of the mobility on

E~ may be that the ions are being pushed closer to the
surface where there may be a direct hydrodynamic in-

teraction. Mellor et al. ' show that interactions of a
sphere with surface capillary waves gives rise to a zo
dependence of the mobility. Since zo~E~ '~ this gives

p ~ E g which is difficult to differentiate from the
dependence of p ~ E~ predicted by Shikin and Monar-

a s9, 60

Another difference between the electron case and the
system studied in these experiments is the occupation of
quantum states in the vertical direction. The electrons
have been shpwn by Cple and Cohen ' to pccupy pnly
the lowest energy state at the temperatures used in these
experiments. In comparison, even below 100 mK, states
which extend in the vertical direction are occupied by the
positive ions due to the much closer energy spacing. This
occupation of the higher states may change the scattering
from surface excitations from that of the surface electron
case.

Figures 15 and 16 show a density dependence to the
mobility of the ions, where increased density of the ions
leads to increased mobility. In Fig. 15 the two upper
curves have approximately the same mobility even
though the perpendicular holding field is much larger for
the lower curve. This is due to the greater density of the
lower curve which keeps the mobility large. The increase
of mobility with density is a puzzling feature, since it is of
the opposite sign to that observed for surface electrons.

We have shown that the mobility is limited by phonons
at high temperatures and ripplons below 150 mK. In the
ripplon-limited regime the variation of the mobility with

E~ follows the predicted form for electron-ripplon
scattering if the magnitude of the scattering term is ad-
justed. The ion system differs in many important respects

from that of the surface electrons, and a more complete
theoretical treatment of ion scattering needs to be
developed.

C. Wigner crystallization

m =mian+ bump )

where

(23)

3p(eEt )

b"mP 2(g 2/Q3)3/2 1/2 (24)

For typical values of E~ and n this gives effective bump
masses on the order of a few electron masses. Since the
ion mass is so much larger, the shift of the plasma fre-

The Wigner crystallization transition has been
searched for at all temperatures and ion densities avail-
able to this apparatus. As can be seen from Figs. 13 and
14, there is no abrupt feature in either the resonant fre-
quency or the quality factor that would signal the transi-
tipn. Densities from 5X10 tp 10 cm have been pb-
served at temperatures from 13 to 450 mK. This results
in a range of I from 22 to 2200, which should have in-
cluded the crystallization transition. The factor limiting
the range of I is that the signal from the lowest charge
densities is so poor that the resonance peak cannot be fol-
lowed to the highest temperatures. The signal would be
indistinguishable from the background at about 300 mK
for charge densities below 10 /cm .

Since the experimental parameters have extended so
far into the crystal regime, the ions are probably in a
crystal lattice. However, the coupling to the plasma
wave resonances must be very small to cause no shift in
the resonant frequency. The coupling of the plasmon
modes of an electron lattice to the ripplon modes has
been treated theoretically by Fisher, Halperin, and Platz-
man and shown to give the modes observed by Grimes
and Adams. However, the much larger mass of the posi-
tive ions (a factor of 10 ) lowers the frequency of the
plasmon mode so much that the lattice Debye frequency
( = 3 MHz) is comparable to the frequency of a ripplon
with a wavelength of the interparticle spacing ( =5—10
MHz). If lowered enough the coupled modes calculated
by Fisher et al. would be eliminated. Even though the
ripplon frequencies may not intersect the crystal modes,
there will still be a small shift in the plasma frequency be-
cause the effective mass will include the mass of the
"bump" in the helium surface above each ion (if crystalli-
zation has occurred). This has been calculated by Fisher
et aI."

TABLE I. The parameters fitted to the values of the mobili-

ty, p, using Eq. (22), for three diferent densities.

TABLE II. Fitted values of negative ion resonances. Fre-
quencies are given in kHz. The holding fields were E„=—55.8
V/cm and V~= —15 V.

Density (cm ')

6.9x10'
4.0x10'
8.4x10'

p, (V/s)

1.5+0. 1 x 10"
6.6+0.4 x 10"
1.1+0.1 X 10"

120+7
144+8
117+17

29.3
24.2

E (V/ )
T (mK) Resonant

frequency (kHz)

51.49
21.36

Quality factor

112
150

Mobility

(cm /V s)

3.3 x10-'
1.1 x 10
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quency due to this effect would be unobservably small.
Notice that in Fig. 16 there are two different values of

the mobility at the lowest holding field. When the data
was taken E~ was increased until the quality factor had
decreased so much as to make the resonance undetect-
able. The holding field was then reduced to its original
value and the resonance was measured again to ensure
that the frequency would return to the original value.
This was done to ensure that no charge had been lost
from the surface during the series of measurements. It
was noted that there were sometimes discrepancies in the
quality factors (a lower Q) when the fields had been re-
stored to the original values. The origin of this effect is
unknown. At this temperature (=15 mK) the ions are
most likely in the crystal state and a possibility is that the
compression of the charge sheet may cause dislocations
to appear in the crystal structure, leading to enhanced
dissipation.

D. Negative ions

Negative ions were observed for two separate experi-
mental runs. To charge the surface with negative ions,
the cell had to be warmed to about 1 K. At lower tem-
peratures the negative ions would penetrate the surface
during the charging process.

After charging the cell was then cooled very slowly to
temperatures where the plasmon resonance could be ob-
served. Due to instabilities in ac line voltage or mechani-
cal vibration the charge was unfortunately lost soon after
reaching the base temperature. The parameters of the
plasma resonance on these two separate runs are summa-
rized in Table II. Due to the inability to keep charge on
the surface, no charge density measurements were ob-
tained, and thus no measurement of the effective mass
was made. The mobilities given in Table II are derived
using an assumed mass of 250 He masses. As can be
seen from Table II and Fig. 16, the mobilities seem to be
comparable to those of the positive ions at these tempera-
tures.

V. CONCLUSIONS

We have measured the effective mass and mobility of
positive helium ions held near the free surface of liquid

helium. The effective mass is found to be temperature
dependent, with a limiting low-temperature value of
m*=30+1MH, . Possible explanations of this tempera-
ture dependence are proposed, with the most likely to us
being the phonon emission models. The ion mobility is
measured and seen to have a distinctly different behavior
in two regimes. Above 200 mK the mobility is dominat-
ed by interaction with phonons with approximately T
dependence. As the temperature is lowered below 200
mK, the number of phonons decreases and the mobility
increases to a limiting value that is determined by the
scattering of the ions from ripplons at the helium surface.
Our ion mobility in this regime appeared to be indepen-
dent of temperature. The mobility of the positive ions is
seen to be dependent also on the ion density and holding
field as well as the temperature. The dependence on the
perpendicular electric field is of the form predicted by
Shiken and Monarkha, although the overall scale is
different. This difference, possibly due to the large mass
difference between the electrons and the ions, shows the
need for a complete theory of the ion mobility and in-
teraction with the surface.

No indication of Wigner crystallization was seen.
Since the experimental parameters are well within the
calculated crystal regime as observed for electrons above
the surface, it appears that there is very little coupling of
the crystal modes to the plasmons. Another method of
detecting the regular lattice of the crystal state must be
Used.

Note added in proof. Mellor and Vinen have now
succeeded in observing the crystal transition using an rf
technique.
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