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By means of EPR, we have studied the problem of an anisotropic paramagnetic defect in a double
potential well, which reorients either by tunneling in the ground state or via thermal excitation to
higher states. The EPR spectrum is simulated by means of the stochastic Liouville equation as a
function of parameters such as jump probabilities, transition rates to the excited state, etc. Pertur-
bative solutions are discussed for the simplest secular spin-Hamiltonian case in limit situations.
Computer simulations are presented for other cases of practical interest. The method is then used

to study the reorientation of the H, (Li) and D, (Li) defects in CaO from the static to the extreme-
narrowing regimes. Good agreement is found between calculated and experimental spectra. Reori-
entation and excitation frequencies are obtained from the fitting.

I. INTRODUCTION

Electron paramagnetic resonance (EPR) has been wide-

ly used to obtain information about the dynamic behavior
of paramagnetic entities. In recent years we have applied
this technique to the study of the reorientation of small
molecules and defects in crystals. '

The existence of a dynamic process affects the EPR
spectra. In the case of a reorienting spin system having
anisotropic interactions, the EPR lines go through
broadening, coalescence, and narrowing regimes as the
reorientation rate increases. The dynamic process can be
described by parameters such as hopping frequencies
which can be obtained from the EPR measurements.

The procedure is based on the comparison between the
experimental spectra at different temperatures and those
calculated as a function of the reorientation frequency.
We have used a line-shape-simulation method based on
the stochastic-Liouville-equation (SLE) formalism. It has
the advantage over other methods, such as those derived
from the Bloch equations or the relaxation matrix, of be-
ing valid in the entire reorientation frequency range and
suitable for handling pseudoscalar and nonsecular in-
teractions.

In order to apply the method, it is necessary to have a
good knowledge of both the magnetic interactions and
the jumping process. The magnetic interactions of the
spin system are described by a spin Hamiltonian, whose
parameters can be deduced from the EPR rotational dia-
gram in the static situation. The reorientation mecha-
nisrns are in general thermally activated jumps between
ground states of the defect in different potential wells.
The hopping rates are thus described by a reorientation
frequency that stands for the defect average residence
time in each well. The dynamic jump matrix can be easi-
ly obtained.

However, we have recently studied two defects, the
H, (Li) in CaO and its deuterated form D; (Li), whose dy-
namic behavior departs from the general trend. In order

to explain the experimental observations, we have pro-
posed a mechanism similar to the well-known tunneling-
controlled process' in which the reorientation of the de-
fects would take place through tunneling between the
first-excited vibrational states.

Due to the difficulty of handling different dynamic con-
tributions superimposed on the same system, the analysis
that we did in Ref. 4 was limited to a qualitative explana-
tion of the experimental results, exception made of the
high-temperature situation where the results of the relax-
ation matrix theory hold.

In the present paper we apply the SLE method to that
problem. The calculations fit quite well the experimental
behavior of the H, (Li) and D;(Li) defects in CaO. In fact,
the existence of fast phonon-induced transitions between
the ground and the excited levels, and of a fast reorienta-
tion rate among the excited levels, accounts for the unex-
pectedly large hopping rates at low temperatures and for
the observed inverse isotopic effect. This model also ex-
plains why the widths of the hyperfine lines are not uni-
form in the narrowing regime.

The model could also be applied to other situations:
for instance, when the excited levels are not of vibrational
type as in the case of motion of nitrogen in silicon be-
tween on-center and off-center configurations, when tun-
neling between ground states is important, or when reori-
entation is negligible as compared with thermal excita-
tion. Therefore we present general solutions which are
also valid for these cases.

The paper is organized as follows. In Sec. II we devel-

op the main assumptions of the model and define the pa-
rameters of the system. In Sec. III we summarize the
line-shape theory and Liouville formalism as they apply
to our problem. Some perturbative solutions are present-
ed in Sec. III B for limit situations in which effective pa-
rameters can be defined. In Sec. III C complete computer
simulations are shown for cases of general interest.
Though the method is of wide applicability, in order to il-

lustrate typical behavior at the different dynamic stages
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we refer throughout the paper to the particular case of
H;(Li) and D;(Li) in CaO. In Sec. IV we undertake the
study of these two defects in more detail. The results are
finally discussed in the last section where some con-
clusions are also presented.

II. DYNAMIC MODEL

Before we start with line-shape simulations it is useful
to define the processes and parameters entering our prob-
lem: We have a paramagnetic defect which can occur in
two (or more) sites that are magnetically inequivalent,
i.e., they yield different EPR spectra. Both sites are con-
nected through a potential barrier that is so high that at
very low temperatures the defect is localized in its ground
state in one site, the tunneling or hopping rate between
both sites being extremely low.

For a three-dimensional harmonic-type potential well,
there are excited states in which the defect oscillates with
energies (n+ —,')hv. The harmonic assumption is not
essential in our model, and we will consider just one ex-
cited state in each well, triply degenerate, at energy 6
from the fundamental state. If kT &&6 the population of
the excited state will be negligible and there is no need to
consider it. This may be the case, for instance, for the
H;(Li) and D;(Li} defects in MgO. However, if kT and
6 are of the same order of magnitude that approximation
is not valid.

We will label the levels 1,2,3,4 as in Fig. 1. These lev-
els are split by the magnetic field and their EPR reso-
nance frequencies are co],co2, co3, co4. The quantities
5o=to, —co3 and 5, =co2 —

co4 represent the anisotropy of
the ground and excited states, respectively.

Four types of dynamic processes can affect the EPR
spectra.

(1) Vibration of the defect in a harmonic-oscillator
(HO) type level "n," with frequency v„. This mechanism
adds a dynamic contribution to the hyperfine interaction
and explains, for instance, the direct isotope effect in
the isotropic lithium superhyperfine (shf) parameter of
H;(Li) and D;(Li) in MgO and CaO (MD )MH
~aL;[D;(Li)] & aL, [H, (Li)] for the same HO level).
When comparing different levels in the same site we ex-
pect that a; & a if n; & n .

(2) Thermal excitation and deexcitation between vibra-
tional levels within one well (1~2, 3::"}.Through this
mechanism the defect performs fast transitions from, say,
level 1 to 2 and back, at rates 8'&2 and W2, , respectively.
From the thermal equilibrium condition we have

W2, /W, z=exp(b!kT) and the same for levels 3 and 4.
Following Ref. 8, we assume for 8', 2 a dependence of the
form %&&=En 0(b„T) where no(b, T) is the Bose-
Einstein factor and E is a constant including that part of
the defect-lattice interaction causing the thermal excita-
tion. These processes are very fast, occurring with fre-
quencies of the order of the phonon ones.

(3) Reorientation from one site to the other, either in
the ground state (1~3) or in the excited state (2=.4).
The probability of tunneling will be characterized by
rates co,o and co„ in the ground and excited states, respec-
tively. Localization in the ground state takes place, since
the tunneling matrix element for that level is expected to
be smaller than the energy separation of the two orienta-
tion states caused by lattice relaxation.

In the case of the excited state the situation is not so
clearly defined, since we do not have direct experimental
access to the averaging stage in that level. Thus the de-
gree of localization in the excited state is unknown.
However, since the barrier height is smaller, one might
expect the reorientation frequency to be much higher
than in the ground state. A study of the tunneling proba-
bility taking into account the level widths can be found in
Ref. 6. Lifetime broadening added to misfitting between
levels due to stresses diminishes the tunneling probability.
So, in general the reorientation processes are quite slow
( =MHz) when compared with the relaxations toward
equilibrium given in the previous paragraph, but can be
fast enough to produce an averaging of the magnetic an-
isotropy. A typical situation will be co,o« ~co,

—~3~,
w»le ~,)» 1~2 —~4 .

(4) Spin-lattice relaxation (SLR). This process, caused
by the time modulation of the spin-orbit interaction, con-
tributes to the EPR linewidth and is very significant in
saturation effects. There exists a dependence of the spin-
lattice lifetime with the tunneling process, but since in
our case the contribution of the SLR to the spectra is
small, we will neglect this effect.

III. LINE-SHAPE SIMULATIONS

FIG. 1. Labeling of states in a double-potential-well model
and parameters involved.

We have performed line-shape simulations of the EPR
spectra for the general case described in Sec. II. The sto-
chastic Liouville formalism is based on the solution of the
dynamic equation of the density matrix operator, p„ for
the spin system. The method has been described in previ-
ous papers' so that we will only mention the particu-
larities that apply to this work.

The EPR spectrum is given by

P =coH, XhgP ImI tr[p(t)S+ ]e

where H, is the intensity of the microwave field, co is the
frequency of the microwave field, X is the number of
spins, g is one-third of the trace of the g matrix, p(t} is
the total density matrix (defect plus lattice) and the trace
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applies to the degrees of freedom of both systems.
In the SLE method this equation yields

P =coH, Ehg13Im g tr, [Z,'"(co)S+],
j=]

where r is the number of equivalent orientations of the
defect, Z'"(cu) is the first harmonic of y, (t)
=gje'" 'Z~"'(co), y, (t) being the deviation from the
equilibrium density matrix of the spin system (p, ) in site

J
In the absence of saturation Z,'"(co) is obtained by

resolution of the following set of equations:

incoZ'"= i [—H, +H, Z,I "]+(TZ'")

+RZ,'" id [S,p,'],
where H, is the average of the spin Hamiltonian (SH)
over the r sites, H is the departure from H, of the SH in
site j and d =gpH, . T is the "transition matrix, " which
can be decomposed as T=I +EC, with I defined in such
a way that its element I, represents the probability per
unit time of the defect hopping from site i to site j (I,, is

proportional to the co, 's defined above) and E contains
the transition probability from the ground to the excited
state and vice versa, within each well. R is the relaxation
matrix. In the absence of saturation it can be substituted

by a diagonal matrix with elements R, =(I/T2)5;, T2
being a relaxation time giving the "intrinsic linewidth. "
Finally,

p, =exp( H, /kT)/t—r[exp( H, /kT)] .—

Equation (1) is written and solved in an appropriate

basis, according to the particular spin Harniltonian con-
sidered. The static spectrum provides the spin-
Harniltonian parameters and intrinsic linewidth. From
the fitting of the calculated spectra to the experimental
ones the temperature evolution of the jump probability
cu, can be obtained.

A. Secular approximation

Very often, only diagonal Hamiltonian terms need to
be retained, so that the dimension of the problem is con-
siderably reduced. If there are hyperfine lines, for in-
stance, each line will be separated from the others in this
approach and we only need to solve a reduced equation
for each line, of the form

OZ=v,

where 0 is the Liouville operator (LO) for that specific
line and Z and v are four-dimensional vectors:
Z=(Z„Z2, Z3 Z4), v=(v, , u2, v3, U4). The intensity vec-
tor v=d/Z[S, exp( H, /kT—)) has elements propor-
tional to ( l, rjexp( b, /kT), l—, q exp( b /kT))—where the
degeneracy g has been equal to 3. The notation 1, 2, 3, 4
applies to the labeling of Fig. 1. Some care must be taken
with this degeneracy: W]z stands for the transition prob-
ability to each of the three excited-state sublevels. As-
suming that all of them are equivalent the total transition
probability from the ground to the excited state will be
3W]2. On the contrary, co„means the jump probability
in the excited state as a whole, independently of its de-
generacy.

Each LO has the form

0 =5;~(co i /T2 )—
co] l 3 8 ]2 l co~o iW, 2exp(hlkT)

—
co~

—iW) e 2px(b /kT) i co, ,
—

—
CO3

—l 3 W]2 —l cO,O

l COq]

iW~2exp(b, /kT)

coq i W, ~ exp—( b, /—k T) i co, ,
—

where all the quantities have been defined above and
it has been assumed that 8 34 F ]2 8 43 8 2]= W, 2exp(b, /kT).

This matrix is diagonalized and then inverted. The
static positions co],co2, co3, co4 and intrinsic linewidth 1/T2
are obtained from the low-temperature spectrum. co and
T are known from the experiment conditions. Then, only
four parameters play a role in the simulations: the tun-
neling probabilities ~,o, co, ], the energy gap 5, and the
probability of the vibrational excitation 8']2. Except 6,
all the others are a function of temperature.

B. Perturbative solutions

Usually, vibrational excitation is the fastest process so
that we can follow a perturbative scheme as follows.

(1) First we diagonalize the transition matrix in the ab-
sence of reorientation ( W, ~, W2, ))co,o, co„). We define

p = W, 2 and e =exp(b, /kT):

—l 3p lpga

l 3p lpga

l 3p lpga

l 3p lpga

This gives, within each well, eigenvalues k =0 and
A, = —i 3p ( 1+e '

) with e ' =e /3 and eigenstates vo, v, . In
this limit, both wells are completely separated.

(2) We now assume that the orientation rate between
the wells is low; that is, co,o &

~ co, —co3~ and

co„& ~co2
—co4~. Then, we write for the first well the mag-

netic operator containing the resonance frequencies in
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This is the result expected when the system undergoes
fast transitions within states with different SH parame-
ters: the frequency shifts from the ground state-one, co&,

to an average of co& and co2, the weight of each frequency
being their relative population probabilities at equilibri-
um. If, on the contrary, the transition 1~2 were very
slow both spectra would appear separately, the one corre-
sponding to the excited state growing at the expenses of
the ground-state one as temperature increases.

(3) Now we introduce, in the same basis, the reorienta-
tion matrix connecting both sites,

where

M —M

f (1+e') —M M

the basis vp, v, as

f—(e'co, +co2) (co~ —co, )/V2

f (1+e') &2e'f (co2 co—, ) —f(co, +e'co2)

where f=[1+(e') ] ', and identically for the second
well.

It is not difficult to prove that only the X=O eigenvalue
of K contributes to the EPR spectrum in this limit of to-
tal average between ground and excited state, so that we
select just the (1,1) element of the above matrix. Then
two resonances (one for each well) will be seen, at fre-
quencies

co, + 3co2 exp( —5/kT) co3+ 3co~ exp( b, /kT—)
and1+3exp( b, !kT—) 1+3exp( 6IkT—)

(3)

We now get a thermal average of the orientational
averaged signals. In first order, neither p nor co, contrib-
ute to the linewidth. In second order, they give a term
proportional to the thermal average anisotropy and in-

versely proportional to the average transition probability.
In intermediate cases a numerical calculation must be
done.

C. Computer simulations

(a) (b)

l(mT) A

-U/+Q)p J
B

In order to illustrate some of the many possibilities en-
countered depending on the relative magnitude of the pa-
rameters involved, we have considered a defect with the
interactions and parameters similar to those of H, (Li). In
this defect, the paramagnetic spin interacts with two nu-
clei: H (I =

—,') and Li (I =
—,'). We only show throughout

the paper the "high-field" spectrum which corresponds
approximately to m H

= —
—,'.

We have taken as ground-state parameters those de-

M=i
f(e'co,o+ co—„) (co, ~

—co,a ) I&2
e'f (co„—co,a) f (co,a+e'co„)—

Again, as for the magnetic part, only the (1,1) element
will contribute in the average limit, with an effective fre-
quency

(c)

co,a+3co, ) exp( b, /kT)—
1+3exp( —D, IkT)

This is the result for the tunnel-controlled process via an
excited state. We see that, through thermal excitation,
the defect can reorient at a frequency much higher than
the one corresponding to the ground state.

(4) If, on the contrary the reorientation process is such
that co,p )5p and co„&5„then the perturbative order be-
tween 2 and 3 must be altered. Omitting the details of
the calculation, the result is that a thermal average is
again obtained between resonance frequencies but now a
single resonance is observed, at

co,+3co,„exp( —6, /k T)

1+3 exp( 3IkT)—
where

co „=(co,+co3)/2,
co „—(co2+co4)/2

FIG. 2. Spectra calculated for cases numbered 1 to 4 in Sec.
III C. The parameters are (K and co, 's in MHz) the following.

(a) Case 1: K =1 c0 p=0 ct) 1=0. A: 29 K B: 57 K C: 115
K. (b) Case 2: K =1, ~,p=10, co„=500. A: 29 K; B: 57 K; C:
115 K ~ (cj Case 3: K =10 C0 p=0 M 1=0. A: 29 K' B: 57 K
C: 115 K. (d) Case 4: K =10 ct) p=0 ct) 1=500. A: 21 ~ 5 K;
B: 29K;C: 57K.
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rived from the static spectrum. For the excited state,
the isotropic hyperfine (hf) parameters are derived from
the temperature evolution of the splitting observed, as-
suming that an expression of type (3) is valid. Since our
calculations give a small dynamic contribution to the di-
polar hf constant value (6%), the anisotropy of the excit-
ed state has been taken equal to that of the ground state.
Equation (2) has been written in the basis

~j,+,m L;,IH )
where j = 1, . . . , 4 HO levels (two in each site), +
represent the magnetic sublevels with m, =+—,';
mL;=+ —,', k —,

' are the Li third component of nuclear
spin moment, and mH =+—,'.

Four representative cases can be distinguished.
Case 1. Slow thermal excitation (K small) and reorien-

tation rates (co,o«5p co ] «5, ) [Fig. 2(a)]. The spec-
trum consists of a superposition of two anisotropic sets of
lines corresponding to the "static" situation of the
ground and excited states. As temperature increases, the
excited-state spectrum grows at the expense of the
ground-state one.

Case 2. Slow thermal excitation (K small) but fast re-
orientation rates (co,o»50, co„»5,) [Fig. 2(b)]. The
spectra of case 1 are now averaged. Two sets of lines cor-
responding to the averaged excited and ground states are
now found.

Case 3. Slow reorientation but fast thermal excitation
rates. E is high and co,o «5o, co„«5, [Fig. 2(c)]. Only
one anisotropic spectrum is seen with parameters corre-
sponding to the thermal average of the ground- and
excited-state ones. As temperature increases the narrow
lines shift towards the positions of the average spectrum.
The average is within each potential well so the anisotro-
py is conserved.

Case 4. Fast thermal excitation and reorientation only
through the vibrational excited states. K is high, N p=O,
co„»5, [Fig. 2(d)]. Though the defect does not reorient
at low temperatures (and thus it shows an anisotropic
spectrum) it does as T increases, through the excited lev-
el, until an isotropic spectrum is seen. Moreover, the iso-
tropic parameter of the averaged spectrum increases from
the ground-state one to a mean value with a
temperature-dependent weight factor. This is the case
closest to our experimental situation, so that we will try
to fit the spectra in these conditions. For this purpose we
define an averaged excitation rate I/r as

I/ r3[ W', 2+exp( 6 lkT) W2, ]/[1—+3 exp( b, /kT)] . —

IV. APPLICATION TO H;(Li) AND D;(Ll) IN CaO

The defect production procedure, stability, and inter-
pretation of the low-temperature EPR spectra of H;(Li)
and D;(Li) defects in CaO as well as the spin-
Hamiltonian parameters for both defects have been previ-
ously reported in Ref. 4 and we will not produce them
here. The evolution of the EPR spectra with tem. perature
is given in Fig. 3. Since most prominent changes occur
when the splittings between the hyperfine lines corre-

D;(Li) Ht(Li)

L ~T

&OK

LNT

100K

160K
I

I

I

!

I

Cr3+
. 5(rnT) .

FIG. 3. Evolution of the [110]experimental spectra of D;(Li)
and H, (Li) as a function of temperature. The vertical scale is
not the same for all spectra.

sponding to different sites are larger, we will study the
H~~[110] spectra. This orientation also has the advantage
of the negligible pseudosecular contributions to the spec-
tra as compared with the secular ones, which justifies the
use of a secular approach.

We summarize briefly the remarkable experimental
facts in the [110]spectrum: Two dynamic stages can be
distinguished in the temperature evolution.

(1) In the first one, the anisotropy is averaged and an
isotropic line appears in the middle of the anisotropic
ones. The temperature of appearance is lower the smaller
the anisotropy. As T increases, the central line grows at
the expense of the anisotropic spectrum, which also
seems to start an averaging process. However, the spec-
trum is lost before the averaging is completed. When
comparing H, (Li) and D, (Li) we see that this process
occurs at lower temperatures in the D;(Li) case, indicat-
ing that the effective reorientation frequency is higher for
this defect (inverse isotope effect). This proves that the
reorientation is taking place through the excited state,
which lies closer in D, (Li) than in H, (Li). For this effect
to be observed, as discussed in Sec. III, it is required (and
one would expect so) that the reorientation in the excited
state be faster than in the ground state. The sudden ap-
pearance of a central line, instead of a gradual averaging
of the anisotropy, is not reproduced by the simulations,
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(c)

(4)

FIG. 4. Fitting of the calculated spectra (left) to the H, (Li)
experimental ones (right). Only the line positions and intensities
are shown for the latter. Parameters are 5= 120 cm
K = 8000 MHz. (a) 23 K, 1/T2 =0.5 MHz. (b) 40 K,
1/T2 =0.3 MHz. (c) 77 K, 1/T2 =0.2 MHz. (d) 100 K,
1/T2 =0.2 MHz.

our calculations, taking positions and relative intensities
as fitting criteria. In order to reduce the dimensions, only
diagonal Hamiltonian terms have been retained. This
amounts to neglecting the effect of nonsecular (nsc) and
pseudosecular (psc) terms in the line shape. However,
inasmuch as we limit ourselves to the [110] spectrum, in
which the secular effects are strong, this will not be very
important. On the contrary, psc effects are dominant in
the [100] spectrum at the first stage of averaging. In both
directions, psc effects disappear when the anisotropy is
averaged out. nsc terms, on the other hand, are present
in the isotropic part of the hf interaction and can thus
have an influence even in the averaged spectra. The use
of the secular approach also allows us to simulate the
eight-site defect reorientation by the two-well model dis-
cussed above. This amounts, as shown in previous works,
to neglecting the broadening effect of some (not all) pseu-
dosecular terms. Since we are using a completely secular
approach this problem is irrelevant. There is, however a
distinction when one wants to compare the co, 's obtained
through both models: The total reorientation frequency
(from one site to any other) is the same in both cases, but
the particular frequency for the motion from one site to
one of the others will be four times higher in the two-site
model than in the eight-site one.

As an example, in Fig. 4 we show the calculated [110]
spectra for H; (Li) as a function of the temperature. Simi-
lar calculations are performed for D, (Li). In Table I, we
give the parameters resulting from the fitting and the ~'s
obtained from K according to the definition in (4). The
values at 100 K are in good agreement with those ob-
tained in Ref. 4 from relaxation theory. The temperature
dependence of ~ is fixed by the Bose factors, whereas that
of the jump frequencies is, in principle, unknown. In that
table we indicate in parentheses the temperatures at
which it has been possible to determine the value of the
corresponding parameter.

V. DISCUSSION AND CONCLUSION

and will be discussed later on.
(2) At temperatures of about 40 K a single hf spectrum

is observed for each defect, though the intensity pattern
is not completely isotropic. Above this temperature the
hf parameters increase due to the thermal population of
the excited state. For fast transitions between both states
(I le)) ~a, —a2~) an average parameter is observed at
each T, but the value of this average varies with T in the
form expressed in (3).

We have attempted to reproduce all these features in

We shall now discuss the sensitivity of the method in
each stage to the parameters involved.

At low temperatures the most prominent effects are
due to thermally activated reorientation, either in the
ground state (co,o) or through the excited state (co, i). A
small but nonzero reorientation must be included in the
ground state in order to fit the spectra. As shown in
Table I, ai, o(D, (Li) ) is smaller than co,o(H, (Li) ) at 23 K
(at higher temperatures the effect of co,o is overwhelmed
by that of co„). This is the usual isotope effect, according
to which slower jump rates are expected for heavier de-

TABLE I. Parameters obtained from the fitting: K, co,o, co„, 1/T~ in MHz, ~ in s and 5 in cm

H, (Li) 8000+2000 3.8 X 10 (23 K)
1.5X10 "(100 K)

co,o (23 K) co„(T~40 K)

05 (23 K)
0.2 (100 K)

120+10

D, (Li) 2700+700 3.2 X 10 8 (23 K)
3.4X10 ' (100 K)

6000 0.7 (23 K)
0.2 (100 K)

100+10
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fects. Nevertheless, D, (Li) is at a higher stage of averag-

ing than H,.(Li), as a consequence of the earlier popula-
tion of the excited state, where the reorientation is much
faster than in the ground state. This is known as inverse
isotope effect.

At temperatures above 50 or 60 K the spectra are no
longer sensitive to the ro, s and the intensity pattern is en-
tirely due to thermal excitation (E) and intrinsic relaxa-
tion (1/T2).

From the intensity at high temperatures, an interval
can be fixed for E (or, equivalently, for 1/r), once the in-
trinsic linewidth parameter 1/T2 has been determined,
for instance, from the completely averaged spectrum. At
the same stage of averaging, lower probabilities are need-
ed for D, (Li), except at very low temperatures. That is, r
will be longer. In fact, a factor of 3 is found between
E(H;(Li)) and K(D;(Li)). This value fulfills the M
law given by the phonon density of states and transition
probabilities for a HO-type dependence for 6, which is,
within error, the experimental result. At very low tem-
peratures, however, the effect of a higher K, which favors
excitation, is compensated by the small phonon occupan-
cy number due to the greater gap, so that longer v. are ob-
tained for H;(Li) than for D, (Li), as shown in Table I.

The values given in Table I have large errors, for the
experimental intensities (or linewidths) are very sensitive
to factors such as overmodulation, saturation, etc. This
can be the reason why higher 1/T2 are needed at low
temperatures. Since at very high temperatures the
line width is dominated by intrinsic processes, small
changes in 1/T2 can also affect the value of r in almost
an order of magnitude.

As a conclusion, we can say that our work confirms the
model of the H;(Li) and D;(Li) dynamics, whose most
striking aspect is the inverse isotope effect, a consequence
of the reorientation via an excited state.

Finally, some words must be said about the sudden ap-
pearance of a peak in the averaged positions, instead of
the gradual coalescence usually observed. In fact, this
feature is not reproduced within our model and we must
assume an extra hypothesis, such as sample inhomogenei-
ty resulting in a distribution of sites, which would imply a
distribution of 6 or, equivalently, of jump frequencies
co, 's for the same temperature.

With respect to the applicability of this tnethod to oth-
er cases, we can aSrm that line-shape simulation is best if
one wants to reproduce all the details of the experimental
spectra. Within our formalism, factors such as the an-
isotropy contribution to the line shape at intermediate
temperatures are much easily handled than, for instance,
in relaxation matrix theories. If the Hamiltonian is ap-
propriately chosen it can also account for pseudosecular
and nonsecular broadening. It is easy to see that in the
limit of fast reorientation and neglecting anisotropy, re-
laxation theory is equivalent to developing the Liouville
operator of our formalism up to second order.
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