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We consider the thermodynamic equilibrium statistics of the "dangling-bond" undercoordination
defect in undoped hydrogenated amorphous silicon {a-Si:H),assuming that material inhomogeneity
causes electrostatic potential fluctuations whose peak-to-peak magnitude is greater than the (posi-
tive) effective correlation energy. We show that the fluctuations cause the formation of significant
concentrations of charged dangling-bond defects. The negative defects form in regions of high po-
tential and have transition energies below the Fermi energy (EI, ). The positive defects form in re-

gions of low potential and have transitions above EF. We discuss evidence for the model and conse-
quences of the charged dangling-bond defects for electron-spin resonance, transport, and photosta-
bility in a-Si:H.

I. INTRODUCTION

Bar-Yam et al. ' showed that a distribution of thermo-
dynamic transition energy levels of the threefold-
coordinated Si "dangling-bond" defect, T3, can lead to
significant concentrations of the charged defects T3 and
T3+ in inhomogeneous hydrogenated amorphous silicon
(a-Si:H), even with a positive effective correlation energy,
U,a. The T3 have (

—I0) thermodynamic transition lev-

els below the Fermi level (EF) and the T,+ have (Ol+)
levels above EF. In this paper, we show that electrostatic
potential fluctuations of peak-to-peak magnitude greater
than U,z lead to similar phenomena and illustrate the
physics involved. Ours is a "defect pool" model closely
related to those of Smith and of the Winer and Street
group because we assume, as they do, that defect equili-
bration occurs in inhomogeneous a-Si:H. We describe the
origin of the potential fluctuations, calculate the density
of electronic states predicted by the theory, and present
experimental evidence that this model is applicable to a-
Si:H.

II. POTENTIAL FLUCTUATIONS

Random potential fluctuations have been used to ex-
plain many phenomena in amorphous semiconductors in-
cluding the mobility edge and band tails ' and various
transport phenomena. Such fluctuations were first intro-
duced to treat transport in heavily doped crystalline semi-
conductors. ' More recently, potential fluctuations with
a root-mean-square (rms) deviation of V, , -0.6 eV were
shown to arise from inclusion of 15% H at random in a
crystal-Si matrix.

We consider here fluctuations created by dipolar or
higher-order charge distributions associated with materi-
al inhomogeneity. In the a-Si:H continuous density of
states, random monopoles are screened by defects with
levels near the Fermi level to yield small {~100meV)

0
fluctuations with a correlation length of 100 to 500 A
(Ref. 10). Because the potential of a dipole falls like r
it cannot be effectively screened by the continuous densi-
ty of states, and a random array of dipoles yields short-
range, intense potential fluctuations. " This is also true of
higher-order multipolar charge distributions. Inhomo-
geneous a-Si:H contains several sources of dipolar or
higher-order potential fluctuations.

The dipoles formed by charge transfer between Si and
H are likely the most important source of short-range po-
tential fluctuations. There are —5X10 ' cm ' Si—H
bonds in a-Si:H, which contains 10 at. % of H. Ley
et al. ' estimate from photoemission experiments on
a-Si:H that about 0.15 electron shifts from a Si atom to
each H bonded to it. This experimental result is support-
ed by studies of gaseous Si compounds' and by theoreti-
cal calculations. ' The charge transfer means that each
Si—H bond is a dipole of about 1.1 D. With the a-Si:H
bulk dielectric constant @=12, the potential magnitude
due to one such dipole is 57 meV at a distance of 2.3 A
from the bond center (1.5 A from the H or Si atom) along
the dipolar axis. This potential falls roughly as r, even
at short distances (e.g. , to 30 meV at 3 A). At short dis-
tances the dielectric screening due to bond charge is like-
ly reduced and the effective dielectric constant may be
considerably less than 12. The actual potential due to the
Si-H dipoles would then be greater than the values we
quote above.

Multiple quantum nuclear-magnetic-resonance
(MQNMR) studies" show that about two-thirds of the
Si-H dipoles cluster in groups of four to eight dipoles
with each hydrogen no more than 3 A from its nearest
neighbor H. Yet infrared absorption (ir) studies of the
same samples demonstrate that these clustered H are not
associated with SiH, or (SiHz), bonding. ' If Si-H dipole
directions are random within each cluster, we expect
their potentials to add at some Si sites and cancel at oth-
ers. Potential fluctuations of over 100 meV (rms) with a
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FIG. 1. The effect of a random electrostatic potential. (a) E„
E„E+, and the thermodynamic transition levels of the
dangling-bond defect in regions of different potential. (b) The
electrostatic potential energy of a positive test charge in the cor-
responding regions.

0
correlation length of order 10 A may result.

Static charge fluctuations between Si atoms due to
bond-length and bond-angle disorder' have also been ob-
served by photoemission' and by Si NMR. ' The rms
charge fluctuations are about 0.08 and 0.11 electrons in
a-Si:H and a-Si, respectively. ' This corresponds to a rms
dipole moment of about 0.8 D. These dipoles are slightly
smaller and presumably less clustered than the Si-H di-
poles, but they are high density ( -5 X 10 cm ).

Oxygen is found at densities of at least 10' cm in
a-Si:H and must therefore contribute to the electrostatic
potential fluctuations. From the Pauling electronegativi-
ty scale, we estimate the dipole moment of an oxygen im-
purity bonded to two Si atoms as about 2 D, twice that of
the Si—H bond. This is roughly equal to the dipole mo-
ment of H20, which has a slightly smaller electronega-
tivity difference between the constituent atoms but a nar-
rower bond angle. Other impurities, such as C and N,
are also present but the electronegativity difference be-
tween C and Si is small and the Si3N grouping is quite
symmetric, so their dipole moments can be ignored.

Recent small-angle x-ray-scattering (SAXS) results'
show that even device-quality a-Si:H contains roughly
5 X 10' cm microvoids of 15—20 missing atoms. Any
inhomogeneity of dielectric constant will result in an
electrostatic potential felt by a test charge due to induced
dipoles at the inhomogeneity boundary. The resulting
potential may be calculated by the method of image
charge. For example, the potential felt by a positive
test charge 2.3 A from a void is about 100 meV and by a
negative test charge is about —100 meV. This is another
source of potential fluctuations.

There are evidently many forms of local inhomogeneity
in a-Si:H, including Si—H bonds, clustered Si—H bonds,
impurities, microvoids, position-dependent dielectric con-
stant, and static charge fluctuations due to short-range
disorder. Each of these forms of inhomogeneity can give
rise to dipolar or higher-order potential fluctuations that

cannot be screened by the continuous density of states
near the Fermi level. In this paper, we consider the
effects of these short- to medium-range (5 —30 A), intense,
potential fluctuations on defect densities in a-Si:H.

Figure 1 is a schematic diagram of relevant electronic
energies in a-Si:H in these random potential fluctuations.
Despite the potential fiuctuations, the Fermi level (elec-
tron chemical potential) is by definition position indepen-
dent at electronic equilibrium. The conduction- and
valence-band mobility edges E, and E„, like EF, do not
depend on the electrostatic potential at the positions x,
V(x). The mobility edges are not position dependent in
three-dimensional ' potential fluctuations because they
separate "extended" electronic states from localized
states. The mobility edge can be viewed as a percolation
threshold at which carriers can transport throughout the
material in dc-conductivity experiments with no
thermal excitation. As such, it is a position-independent
energy.

III. THERMODYNAMICS OF DANGLING BONDS

Although a-Si:H growth is a nonequilibrium process,
thermodynamics within an ensemble of accessible struc-
tures appears applicable to the structural defects. ' Re-
cent evidence ' suggests that defects are found in
concentrations which reflect a frozen-in thermodynamic
equilibrium characteristic of a history-dependent temper-
ature, T*-200'C. We assume that structural relaxa-
tions are frozen out below T, i.e., kinetic barriers to de-
fect creation and annihilation cannot be overcome on ex-
perimental time scales. Consequently, the concentration
of the dangling-bond defect, Tq3, frozen in at T* is

n ( T, ) = n s; exp( F[T3 ]Ik T—' ), (l)

where n sl is the density of Si atoms available to form dan-
gling bonds. The formation energy F of a defect is the in-
crease in total energy of the solid when the defect is in-
troduced. As the system is cooled below T*, the elec-
tronic distribution continues to equilibrate, but this has
little effect on the dangling-bond concentration. The
density of defects is out of equilibrium below T*, but
there is no comparable kinetic barrier to electronic equili-
bration and the electronic level occupation follows the
Fermi-Dirac distribution at all temperatures.

The formation energies of charged defects depend upon
V(x) but those of neutral defects do not. Thus, F[T3] is
independent of V(x) and the formation energies of the
charged dangling bonds are

F[T, , V(x)]=FO[T3+ ]+eV(x)
and

F[T, , V(x)]=FO[T3 ]—eV(x),

where e is the electronic charge and Fo is the formation
energy of a defect at V=O, the mean value of V(x). Al-
ready, we see that when thermodynamic equilibrium is
established there will be a tendency to form defects of
different charge states in different regions.

We next examine the dependence on EF of the forma-
tion energies, Fo [ T~&, E~ ], in homogeneous material
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without potential fiuctuations (V=O, everywhere), fol-
lowing Shockley and Moll and Froyen and Zunger.
Fo[ T3 ] is independent of E/;. For the charged defects

of both V(x) and E/;. For the charged defects

F[ T3+,E~, V( x ) ]=F[T3 ]+E~ —Eo(0/+ ) +e V(x )

and

Fo[ T3+,E~]=Fo[ T3 ]+E/- —Eo(0/+ )

(3)

and (4)

F[T3,E~, V(x)]=F[T3]+Eo(—/0) EF——eV(x) .

Fo[T3 E~]:Fo[T3]+E o( /0) E~

The last two terms of each equation represent the energy
needed to move an electron (or hole) from the neutral de-
fect to the Fermi sea. Figure 2(a) exhibits the formation
energies and the logarithmic concentrations at T* of the
dangling-bond defects. Eo(r/s) is the thermodynamic
transition level from state r to state s, for V=O. By
definition, when E+=Eo( —/0), the formation energy
Fo[T3]=Fo[T3 ] and a defect converts freely between
the two charge states. Experiments such as deep-level
transient spectroscopy (DLTS) (assuming thermal carrier
emission is accompanied by complete defect relaxation)
measure the energy difference between Eo(r/s) and a
band mobility edge. The correlation energy is

U, rr=Eo( —/0) —Eo(0/+). The thermodynamic transi-
tion levels Eo(OI+) and Eo( —/0) correspond to the
usual one-electron levels D and D, respectively. The
corresponding effective density of one-electron levels is
shown in Fig. 2(b) for undoped homogeneous a-Si:H.

To model the inhomogeneous material, we substitute
Eqs. (3) into Eqs. (2} and find the formation energies F in
the presence of potential fiuctuations V(x). The forma-
tion energy of the neutral defect, F[T3], is independent

The actual thermodynamic transition levels at x,
E(OI+ ) and E( —IO), occur at those values of E~ for
which F[T,]=F[T3+] and F[T3 ]=F[T3], respective-
ly. Substituting these expressions into Eqs. (4) and solv-
ing for E~ yields

E(0/+ ) =Eo(0/+ )
—e V(x )

and

E( —/0) =Eo( —/0) —e V(x) .

The effect of potential fluctuations on the transition lev-

els, assuming a position-independent, positive value of
U, ti, is pictured in Fig. 1(a). If the maximum value of
eV(x), eV,. „, is greater than U, tr/2, there will be (

—/0)
transition levels below Ez and (0/+) transition levels
above E~. Charged dangling-bond defects result.

Figure 3(a) shows the formation energies and logarith-
mic concentrations of T3+, T3, and T3 as functions of
E~. The dashed lines represent T3 defects in the regions
of minimum and maximum potential. The minimum cor-
responding transition level E( —/0);„and the V=O
transition level Eo( —/0} are also shown in Fig. 3.

From the simple relations among potential, formation
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energies, and transition levels which are depicted graphi-
cally in Fig. 3(a), the density of thermodynamic (electron-
ic) transition levels can be calculated for a given potential
fluctuation distribution function. The simplest case is
that of a flat potential distribution function, and Fig. 3(b)
shows the logarithmic density of electronic transition lev-
els (density of states) for this distribution. To construct
Fig. 3(b), we assume the potential fluctuations are distri-
buted such that each value of potential between —V,„
and V,„ is found in the same fractional volume of the
solid and that eV,„=2U,&. The dashed line is the densi-

ty of ( —/0) transition levels and the solid line is the den-
sity of (0/+) levels. If there are no other charged defects
in the solid, charge neutrality dictates that EF is at the
crossing point of Fe[T3,EF] and Fp[T3+,EF], as pic-
tured. Obviously, each (

—/0) level below EF is associat-
ed with a T, defect and each (0/+) level above EF is as-
sociated with a T3+ defect.

The T3+ and T3 defects are not spatially correlated. In
regions of high potential, the lowest formation energy de-
fects are T3 that have transition levels below midgap.
Similarly, T3+ are formed in regions of low potential and
have transition energies above midgap. The concentra-
tion of charged dangling-bond defects in regions with
~eV~ & U, tr/2 increases exponentially with ~eVi and there
are no T3 defects in these regions. This is shown
schematically in Fig. 4.

It should be noted that there are not enough charged
defects formed to neutralize the potential fluctuations.
Even 10' cm of these defects (a high density compared
to that of T3 defects) corresponds to a probability of 10
that a defect forms in any particular 20 A fluctuation.
Further, a random distribution of charged defects gives
rise to longer-range, smaller-magnitude potential fluctua-
tions ' which cannot cancel the dipolar fluctuations.

Only T3 defects are found in regions with
I«l ( U,tr/2. Each of these T3 defects contributes both
a (

—l0) level above E„and a (0/+) level below EF to
the density of electronic transition levels in Fig. 3(b).

Figure 5 shows the density of states predicted by our
model for a more-realistic Gaussian distribution of poten-

tial fluctuations. In place of the approximate Eq. (2), we
use a more-correct form which continues to hold as the
density of the defects approaches ns;. Details of the cal-
culation and the results for a variety of parameter sets are
given elsewhere. In Fig. 5, the Gaussian fluctuation full
width is 0.3 eV, in approximate agreement with observed
dangling-bond transition-level widths from optical ab-
sorption and luminescence experiments (see Sec. V). Oth-
er parameters are U,&=0.2 eV (Ref. 31), F[T3]=0.3 eV
(Refs. 2, 3, and 26), ns; —10' cm, kT" =42 meV (Ref.
25), and EF=Ev+1.0 eV. The dashed curve shows the
(—/0) thermodynamic transitions levels. Integrating this
curve below EF yields a density of -2X10' cm T3
defects. Integrating the (

—/0) levels above EF yields a
density of -8X10" cm T3 defects. The solid curve
shows the (0/+) transitions. Of course, there are
-2 X 10' cm (0/+) transitions above EF from the T,+
defects and -8X10' cm transitions below EF from
the T3 defects. Though the Gaussian potential distribu-
tion function smooths Fig. 5 relative to Fig. 3(b), the
remaining sharp cutoft's are a consequence of our unphys-
ical assumption that U,& is precisely constant throughout
inhomogeneous a-Si:H.

The transition levels shown in Figs. 3(b) and 5 are ther-
modynamic transition levels with their full structural re-
laxation. We expect the optical transition levels of the
T3+ and T3 defects to be at least 0.2 eV closer to E, and
E„respectively. This may bury the optical transition
levels of T,+ and T3 in the band tails and render the
charged dangling-bond defects unobservable in optical-
absorption experiments.

Potential fluctuations are a simple physical model of
how defect thermodynamic equilibrium and disorder give
rise to charged dangling-bond defects in undoped a-Si:H
in spite of a positive value of U,s. Bar-Yam et al. ' first

proposed that a distribution of thermodynamic transition
energies and a small U,& would result in charged
dangling-bond defects. Their model is based upon earlier
total-energy calculations showing that U,z of the dan-

gling bond is nearly independent of strainlike distortions
applied to the host lattice, but the thermodynamic transi-
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tion levels F. ( —/0) and E (0j+ ) vary dramatically with
the distortion. The phenomenology of a distribution of
host distortions is therefore similar to that of our
potential-fluctuation model.

Winer and Street also propose a thermodynamic mod-
el of a-Si:H in which disorder gives rise to a distribution
of defect thermodynamic transition levels in the gap and
U,z is a positive constant. The parameter that varies
with position in their model is the "strain. " They assume
values of U, tr and of defect-band width (corresponding to
the potential fluctuation width in the present model)
which are similar to ours. Their model, however, does
not predict that significant densities of charged dangling
bonds form in undoped a-Si:H. Because the models and
the parameters are somewhat different, it is difficult to
compare the two approaches and isolate the reasons for
their divergent conclusions about the defect densities.
We will, however, make a few observations about the
models.

The Winer-Street model assumes that all defect forma-
tion energies are given by differences among one-electron
energies of states in the a-Si:H energy gap. As a conse-
quence, F[T3+ ] is independent of the strain parameter in
this model, while F[T, ] has half the strain dependence of
F[T3 ]. The assumption that the defect formation ener-

gy equals a sum over all the one-electron energies of the
valence electrons can be used to calculate the total ener-
gies of some crystals, "but may not be valid when large
lattice relaxations occur as when breaking a Si—Si bond
to form T3. Further, by including only the energies of
gap-state electrons, these authors ignore the energies of
the three Si outer-shell electrons deep in the valence
band.

The position independence of F[ T3+ ] may explain why
the Winer-Street model predicts few charged dangling
bonds. In contrast, F[T3] is position independent in our
potential-fluctuation model, while charged-defect forma-
tion energies depend upon position. We believe this is
more physically reasonable. Obviously, only experimen-
tation can determine whether or not copious charged
dangling bonds are present in intrinsic a-Si:H, so we con-
tinue with a discussion of experiments indicating their ex-
istence.

IV. EXPERIMENTAL EVIDENCE
FOR CHARGED DANGLING-BOND DEFECTS

There are many phenomena that may be interpreted as
arising from charged dangling-bond defects in undoped
a-Si:H. Some of these were examined in the context
of negative U,z. In contrast to purely negative U,z mod-
els, however, the present model allows for the experimen-
tally observed dangling-bond spin signal and unpinned
Fermi energy in a-Si:H. In this section, the evidence for
charged dangling-bond defects created by potential fluc-
tuations is reviewed. While some of the transport results
could be explained by other charged-defect species, the
transition levels are generally consistent with the
dangling-bond defects and little evidence for other
charged midgap species has been obtained.

The most direct evidence for charged dangling-bond

defects in a-Si:H comes from light-induced electron-spin-
resonance (LESR) measurements. Of T~+, T3, and T3,
only T3 has an unpaired spin observable in dark ESR.
This is identified with the g=2.0055 line. ' As ob-
served in doped a-Si:H, light-induced excitation of an
electron into T3+ or a hole into T3 will produce a T3
with an unpaired spin. Because charged dangling-bond
defects outnumber neutral dangling bonds at equilibrium,
we predict an increase in the g=2.0055 ESR signal under
illumination.

Using low-intensity (3 mW cm ) white light and
separating the g=2.0055 LESR line from the g=2.0044
and 2.01 "band-tail" lines, Shimizu et al. " observed a
light-induced increase in T3 density. By measuring a
series of films from 1 to 8 pm thick, they estimate a bulk
charged dangling-bond defect density of over 10' cm
in as-grown a-Si:H with 2.3X10' cm of T3 defects.
As the saturation of this LESR signal with light intensity
is not reported, 10' cm represents a lower limit to the
charged dangling-bond defect density.

Ristein er at. ' measured the ir-LESR signal of un-

doped a-Si:H. One of us (H.B.) analyzes these results in
detail elsewhere and suggests ir-LESR provides evi-
dence of copious bulk T3+ and T3 defects. By using ir
excitation, direct band-to-band transitions are precluded
and the g=2.0048 and 2.011 ESR lines are suppressed
relative to the g=2.0055 T3 line. While they do not
resolve the narrow g=2.0055 and 2.0048 lines, Ristein
et al. ' find that in an 8-pm sample these narrow lines
outnumber the broad hole resonance at g=2.011 by a 3:1
ratio. This ratio is a natural consequence of equal excita-
tion rates of holes from T3+ and electrons from T, if the
T3 and T3 densities are equal. To explain the ir-
LESR data with bulk T3+ and T3, there must be at least
6 X 10' cm of T3 and T3 in their sample, which con-
tains only 1.5 X 10' cm of T3 spins. Thinner samples
also show evidence of bulk charged dangling-bond defects
but may be dominated by the high density of near-surface
LESR spins previously observed by Shimizu et al.

The recent depletion-width-modulated ESR (DWM-
ESR) experiment of Essick and Cohen also provides evi-
dence for numerous T3 defects in undoped a-Si:H. A ca-
pacitance structure is alternately depleted and filled at 1

Hz. The emitted charge and ESR signals are observed in
a lock-in mode. Depletion reduces the g=2.0055 spin
signal from T3, but only one spin is destroyed for every
six electrons emitted from below E~. This ratio remains
roughly constant as the temperature is raised from 320 to
360 K and electrons are emitted from deeper and deeper
levels. With an emission prefactor of v0=10' s ', the
deepest emissions are from less than 0.15 eV below Ez.
Essick and Cohen suggest a near-zero value of U,z to
explain their experiments, but this is inconsistent with
the observations that the T3 ESR density follows a
Curie-law dependence upon T from 90 to 300 K (Ref. 44)
and up to 420 K (Ref. 31). We reconcile the ESR and
DWM-ESR observations below by assuming U,z & 0 in
inhomogeneous a-Si:H with many T3 defects present.

In the present model, symmetric potential fluctuations
together with a greater density of charged dangling-bond
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defects than of other charged defect and impurity species
(EF at the"charge-neutral" position) give rise to equal
densities of (0/+) and (

—/0) transition levels at EF.
Both Figs. 3(b) and 5 exhibit this equality, a consequence
of Eqs. (I), (4), and (5). Depletion to below EF then yields
a roughly equal number of T3 ~T3 and T3~T3+ transi-
tions and their effects on the modulated ESR cancel.
Consequently, the DWM-ESR signal is small.

An accurate simulation of the DWM-ESR experiment
would include the different attempt-to-escape frequencies
vo expected for emission from T3 and T3. Because of
Coulomb attraction, the electron capture-rate constant to
a T3+ defect may be several orders of magnitude greater
than to a T3 defect. Therefore, detailed balance argu-
ments imply that vo is higher for emission from T", than
from T3 . The demarcation energy Ed =E, —kT ln(vptd )

for level emptying during the depletion time td is deeper
for (0/+) levels than for (

—/0) levels. Detailed simula-
tions of emission using a density of states like that of Fig.
5 is required for a more quantitative analysis of the
DWM-ESR experiment.

We next argue that the charged dangling-bond defects
act as carrier traps, while the T3 defects are effective
recombination centers. The dangling bond is a trivalent
defect. Consequently, recombination can follow either of
two pathways. Through the (

—/0) level, T3 traps an
electron to become T3 and this traps a hole to become

T3 and complete a recombination. Using the (0/+) level

pathway, the defect alternates between T3+ and T3.
Trapping and emission of holes can also use either the

(
—/0) level or the (0/+) level. In hole trapping through

(
—/0), for example, the T3 emits a hole to become T,

and captures a hole to become T3. Trapping and emis-

sion of electrons can similarly proceed through either a
(0/+) or (

—/0) level.
In general, levels near midgap function as recornbina-

tion centers, those near the conduction-band edge are
electron traps, and those near the valence-band edge are
hole traps. The exact energies that divide trap levels
from recombination levels are the trap quasi-Fermi lev-
els. These depend on illumination intensity and temper-
ature. Simmons and Taylor showed that the trap
quasi-Fermi levels also depend upon the trap species-
the ratio of electron-to-hole —capture rate constants for
the defect transition involved.

Evidently, (
—/0) and (0/+) levels of the dangling

bond are different trap species. For a given transition
(q/q+ I), b„ is the rate constant for capture of an elec-
tron to T +' and b is the rate constant for capture of

3
a hole to T~. Because b„/b && I for a (

—/0) level, a

(
—/0) anywhere in the lower half of the gap is likely to

act as a hole trap. Near and above midgap, a (
—/0) level

functions as a recombination center. For a small range of
energy near the conduction-band edge, (

—/0} is an elec-
tron trap. Conversely, b„/b )&1 for the (0/+) level and
those in the upper half of the gap will usually function as
electron traps, while levels near and below midgap are
recombination centers.

These trap quasi-Fermi levels are illustrated schemati-
cally in Fig. 6 and should be compared to the density of
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FIG. 6. Schematic diagram of the trap quasi-Fermi energies

dividing T& traps from T, recombination centers during il-

lumination.

levels illustrated in Fig. 5. The levels of T3 will be
recombination centers under most conditions due to their
positions in the gap. Those of T3 and T3 will more
often function as carrier traps. These differences between
the transition levels of the charged and neutral T3 defects
are even greater when equilibrium hybridization is con-
sidered.

Adler proposed that charge trapping in T3+ and T3
defects is responsible for the light-induced metastabilities
in a-Si:H. The metastable effects of light soaking include
reduced photoconductivity and an enhanced ESR signal
from the 1,defect. Upon illumination, the T3+ and T3
capture photogenerated electrons and holes, respectively,
and with a low probability rehybridize to T3 defects in
the sp configuration. The spin signal rises and the pho-
toconductivity falls because of these additional recom-
bination centers. Annealing proceeds over a barrier to
rehybridization of the metastable T3 defects. The anneal-

ing of light-induced T3 defects restores the ground states:
T3+ in the sp hybridization and T3 in the unhybridized
s p configuration in regions of low and high potential,
respectively. In contrast, T3 defects formed by thermal
quenching are located in regions with ~eV~ & U, tr/2 and
anneal back to the normally bonded T4 configuration.
Different annealing kinetics for light-induced and
quenched-in T3 defects are therefore expected.

Crandall found that charge trapping is an integral
step in the creation of light-induced defects in a-Si:H. He
also observed distinct emission times for electrons and
holes while annealing the metastable defects. These re-
sults suggest that photogenerated electrons and holes are
trapped at separate sites (T3+ and T3 defects) from which

they anneal at different rates.
The T, would normally be expected to trap holes

without reconfiguring into light-induced sp -T3 defects.
Hole traps which are 0.4—0.6 eV above F., and which act
to enhance the electron photoconductivity of undoped a-
Si:H were observed by several workers. Vanier and
GriSth and Persans each performed dual-beam pho-
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toconductivity experiments to study these hole-trapping
photoconductivity-sensitizing (s) centers. Vanier and
Griffith explain their data by assuming that the primary
recombination centers have electron-capture cross sec-
tions at least 2000 times larger than those of the s centers.
Persans finds that the s centers have very small
electron-capture coefficients, about 5 X 10 ' cm s
These results suggest that the s centers are the negative
T3 defects while the primary recombination centers are
the neutral T3 centers.

McMahon and Crandall ' investigated the s center and
learned that the number of centers (which they call
"safe-hole traps") diminishes during light soaking. Fur-
ther, the numbers of s centers lost during soaking is com-
parable to the number of metastable T3 defects created.
We suggest these workers are observing the conversion of
unhybridized s p T3 de-fects (s centers which have

trapped a hole) into sp -hybridized T3 defects (Staebler-
Wronski defects). The hole trapping in an s center and
its subsequent conversion to a metastable defect is ex-
pressed by

HT R
h++ T3 (s p )~ T3(s p }~T3(sp },

where HT denotes hole trapping and R denotes rehybrid-
ization. Annealing restores the s center ' as it reduces
the T3 (sp ) spin signal. This model also explains the
enhancement of ir absorption in a-Si:H due to absorption
of intense visible light. The visible light causes the s
centers to capture holes and the ir radiation excites these
holes to the valence band.

It was suggested ' that the s centers (safe-hole traps)
may be the deep valence-band-tail states. We believe this
is unlikely. A hole trapped in the valence-band tail is a
positive T4+ center and is not safe. The T4+ has a
Coulomb potential well which should increase its
electron-capture coefficient above that of the T3 recom-
bination centers. In contrast, after hole trapping, the na-
tive T3 becomes neutral and can function as a safe-hole
trap.

Charged scattering centers are known to reduce the
electron extended state mobility, p„ in compensated a-
Si:H ' Similarly, the presence of T3 and T3+ defects
could reduce p, in undoped a-Si:H. By experiments in
which they apply an additional voltage plus to p-i-n and
metal-i-n devices in forward bias, Xu et al. find that
under strong double injection of electrons and holes into
a-Si:H, p, is substantially higher. They attribute this
efFect to defect neutralization of native charged defects by
carrier trapping. Cannella et al. previously observed
that recombination-limited currents in p-i-n devices are
10 to 10 times larger than in an n-i-n device due to a
dramatically reduced recombination coefficient of the
electrons. They propose that the increased p, under dou-
ble injection changes the mechanism of electron capture
to recombination centers from a difFusive to a ballistic re-
gime. Recently, Goldie et al. found no significant
enhancement of p, by time-of-flight experiments under
double injection conditions, a result which confuses the
experimental situation.

V. EXPERIMENTAL EVIDENCE
FOR THE POTENTIAL FLUCTUATIONS

We showed in Sec. III that potential fluctuations are a
simple model that yields distributions of thermodynamic
transition energies. Charged dangling-bond defects will
outnumber T3 defects whenever the rms potential-energy
fiuctuations eV, , are greater than Udr/2. Significant
numbers of charged defects also form with e V, , ~ U,z/2,
because the distribution of fluctuations is not cut off at
V„, and the Boltzmann factor exponentially enhances
the density of defects formed in regions of extreme poten-
tial [ Eqs. (I) and (2)]. Wherever the maximum fluctua-
tion e V,„exceeds U,tr/2, charged dangling-bond defects
are formed.

Stutzmann and Jackson ' find that U,&=0.2+0. 1 eV
by analyzing ESR and other data. We described rough
estimates of the dipole potential fluctuations in Sec. II.
Several possible sources of 0.1 —0.2 V rms potential fluc-
tuations are present. We review below the experimental
evidence that e V, , ~ U, tr/2 in a-Si:H.

It is widely observed that optical, luminescence, and
DLTS energies are broadened in a-Si:H. The broadening
reflects the distribution of transition levels caused by po-
tential fluctuations. For example, Street found
dangling-bond defect-luminescence peak widths of about
0.4 eV in doped a-Si:H. Assuming that the optically ion-
ized carrier rethermalizes to some well-defined energy
prior to the luminescence transition, the width is due to a
distribution of ( —/0) transition levels with eV„, &0.2
eV. Other examples of broadened transitions are seen in
optical-absorption experiments. Wronski et al. and
Kocka fit optical-absorption data to Gaussian defect
peaks with full widths ranging from 0.2 to 0.26 eV.

Another consequence of the distribution of transition
levels is a deepening of the dominant optical-absorption
transition level in doped a-Si:H. An analysis of the ex-
perimental data that takes into account the vertical na-
ture of optical transitions suggests that eV, , -0.2 eV.
This deepening is one component of the apparent deepen-
ing of charged dangling-bond-defect electronic levels in
doped a-Si:H. A second analysis of the data by Winer
suggests even more deepening and a broader distribution
of local environments which we identify with potential
fluctuations. Because eV„,~ U,z/2, there are significant
regions of the undoped a-Si:H in which charged defects
form at equilibrium.

VI. CONCLUSIONS

We have described the thermodynamic equilibrium
statistics of positively correlated dangling-bond defects in
inhomogeneous undoped a-Si:H. The electrostatic
potential-fluctuation model yields thermodynamic transi-
tion levels E( —/0) and E(0/+ ) below and above EF, re-
spectively, if the maximum fluctuation is greater than
U,&/2. The T3 defects form in regions of high potential
and the T3+ defects form in regions of low potential.
These results represent a new physical picture of the
theory of Bar-Yam et al. ' and unify many previously
bafHing experimental results. Charged dangling-bond de-
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fects have important consequences for ESR, transport,
and metastability in a-Si:H. There is considerable experi-
mental evidence supporting the predictions of the poten-
tial fluctuation model for undoped a-Si:H, including dis-
tributions of dangling-bond transition levels and copious
equilibrium T3+ and T3 defects.

Note added in proof. Yamasaki et al. [Phys. Rev. Lett.
65, 756 (1990)] recently discovered additional evidence
for charged dangling-bond defects in a-Si:H. They mea-
sure the hyperfine structure of the ESR and LESR signals
and conclude that the g =2.004 LESR signal originates
from a localized state similar to the T3 dangling-bond or-
bital, most likely optically excited T3 or T3+ defects.
The small difference in the g value between the native T3
and the T3 or T3+ defects excited to T3 could be due to

their different hybridizations (as discussed in Sec. IV) or
to their different positions in the gap.
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