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The orthorhombic structure of YBa,Cu;0- has been described in terms of the shell model and as-
sociated two- and three-body short-range interaction potentials. The empirical potentials are deter-
mined by fitting the structure and experimental elastic-constant values. These potentials are used to
compute point-defect energies and small-polaron energies. An oxidation reaction of Cu™ and lattice
oxygen ions leading to O~ is shown to be probable. Migration energies of oxygen ions by a vacancy
mechanism near the Cu-O plane have a computed activation energy on the order of 0.3 eV. Phonon
frequencies are computed from the potentials and shown to agree well with experimental Raman
data. Bipolarons in the crystal are examined, and the species O,’ ~ is shown to be rather stable.

INTRODUCTION

The copper oxide based high-temperature supercon-
ductor materials have a variety of solid-state properties
that are being studied in order to better understand the
mechanism of superconductivity.! ~3 While these various
experimental studies progress, there develops a need to
understand microscopic details of the crystal properties.
This provides a basis for the application of simulation
techniques to these materials. A number of atomistic
simulation studies treating the superconductor as an ion-
ic solid have appeared. These include studies of
La,CuO,,*° YBa,Cu;0,,%” some of the ternary cu-
prates®® and Bi-containing materials.'®

The simulation studies have been successful in deter-
mining a number of properties of the material. The first
studies,** focusing on the La,CuQO, material, demonstrat-
ed a softening of an optic-phonon mode, which was later
found experimentally.!! In addition the possibility of bi-
polaron*’ formation either as a Cu’*-Cu’* or 0,
species was examined, and the latter was shown to be
stable by a few tenths of an electron volt in this high
dielectric material. This mechanism has been elaborated
with the addition of spin pairing terms such as those dis-
cussed by de Jongh'>!? in an exchange bipolaron mecha-
nism of superconductivity.

We have developed an empirical potential model® that
accurately reproduces the structure'* of orthorhombic
YBa,Cu;0,. This empricial model utilizes various two-
body oxide potentials used in earlier simulation stud-
ies!® 18 of metal oxides. This potential model has suc-
cessfully been used to determine bipolaron and defect en-
ergies in the solid as well as determining compensation
mechanisms and sites of impurity substitution within the
crystal. While these studies have agreed quite well with
experiment in terms of impurity site substitution, the po-
tential model is subject to further refinement. In particu-
lar various recent experimental studies of elastic con-
stants have provided evidence for a less stiff crystal struc-
ture than our first potential model predicted.’®?° Thus
we have undertaken the present studies to determine po-
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tentials which are softer but which remain stable
throughout the Brillouin zone and give a good fit to
structure of YBa,Cu;0,. These potentials and their
properties will be the subject of this report.

Various solid-state properties of the YBa,Cu;0; ma-
terial are crucial to its behavior and amenable to study by
our simulation techniques. An example is oxygen
diffusion which is a temperature activated process. It is
well known?!"?? that the superconducting transition tem-
perature depends upon oxygen content. Oxygen diffusion
during preparation in various ambient conditions thus be-
comes of importance. We will examine some mechanisms
of oxygen diffusion which have been discussed in experi-
mental studies?® ~2° of this material. In addition the ener-
getics of oxygen reactions with the crystal have been re-
cently reported®® and will be computed here. Bipolaron
defect species including the peroxide 0,2~ species dis-
cussed in some models of the material will be examined.

METHOD

Details of the atomistic simulation method have been
discussed in various reviews.'®?”2® Nevertheless it has
seemed generally advisable to review the formalism. An
ionic description of the perfect crystal structure is the
starting point. Thus ions are represented as having in-
teger charges, but within the scope of the polarizable
shell model.”’ Thus every ion has a shell and core
representing its electron charge and polarization proper-
ties. The shell model harmonically couples the massless
shell and core to determine the energy as a function of
displacement. We should note that these Coulombic type
interactions account for approximately 90% of a typical
crystal’s lattice energy. The other component is the
short-range energy arising from the overlap of electron
clouds and a van der Waals type of interaction. Thus, the
two-body potential interactions are in the form of a
Buckingham function

$ir)=de "P—crrl, (1)

where rij is the internuclear shell separation and 4, p,
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and C are the appropriate constants. In addition to two-
body interactions, a three-body term

bijx =1k'(6—6,) )

is considered in this work where k’ is a constant and the
6,6, terms are angles relating the three centers in ques-
tion. Thus the perfect crystal is described with the
framework of the preceding considerations. Phonon-
dispersion curves for a potential may be computed
through application of the classical equations of motion.
The phonon frequencies are computed at several points
spanning the Brillouin zone and real values are indicative
of a stable potential.

Defect energies are computed using the perfect crystal
potential within a Mott-Littleton approach.’® In this ap-
proach the ion cores and shells immediately surrounding
a defect are allowed to relax and polarize explicitly. The
response of more distant ions is treated by continuum ap-
proximations. The center region consists of 225 ions
where the whole potential is involved and an enclosing
spherical region of up to six lattice constants in radius
where harmonic terms in the potential are involved. This
methodology is embodied in the HADES 11T (Ref. 31) and
CASCADE (Ref. 32) set of computer codes which we em-
ploy in this work. These codes not only compute the de-
fect energies and ion positions, but give the perfect crys-
tal elastic and dielectric constants.

Our potential for YBa,Cu;0; first involves
specification of the charge states of the various ions.
Clearly Y and Ba ions are 3+ and 2+, respectively, in
this classical representation. Various distributions of
charge on Cu and O ions deviating from the expected
charges of £2.0 were examined in order to achieve neu-
trality in the formula unit. These include (i) all Cu
2.33+; (i) all O, 1.86—; (iii) chain Cu, 3+ with plane
Cu, 2+; and (iv) O ions attached to Cu chain as 1.67—.
The latter description gave the most successful represen-
tation of the crystal structure while maintaining stability
of the structure. This result is also in accord with rela-
tive charge distributions computed in quantum-
mechanical semiempirical treatments®® of the material.

We note the difficulties encountered with the various
types of potential. In the case of (i), the best fits to struc-
ture were accompanied by negative dielectric constants.
In the case of (ii), the fit to structure was poor and this
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FIG. 1. Unit cell of the orthorhombic YBa,Cu;0; studied in
this work.

gave a potential which was unstable when defects were
introduced. In the case of (iii), stable potentials were
found which gave reasonable structural fits and reason-
able properties. This model, however, is at odds with
most photoemission studies which do not observe Cu®*
and so we will not report data on this potential model.
Thus, we are left with case (iv) which we will show is
stable and gives good structural fit and reasonable prop-
erties. Of course some combinations of the four extreme
cases which we studied might be worthy of investigation,
but this would be an enormous task unless experimental
information existed to select a particular case.

In our procedure for developing a potential for
YBa,Cu;0, we begin with potential interactions such as
0-0 and Ba-O, which are known from other studies'>!®
in metal oxides. The additional interactions are treated
first by an electron-gas®* representation. Usually at this
point the structure is not well reproduced, and further
fitting by variation of the parameters in the potentials is
needed. When elastic constants or dielectric constants
are available the procedure can be adjusted to fit to them

TABLE 1. Comparison of experimental and calculated bond lengths in YBa,Cu;0; for the potentials

used in this work.

Bond Experimental Potential 1 Potential 2 Potential 3
Cu(1)—O(1) 1.94 1.931 1.948 1.940
Cu(1)—04) 1.847 1.882 1.863 1.851
Cu(2)—0(2) 1.926 1.925 1.913 1.932
Cu(2)—0(3) 1.957 1.948 1.963 1.957
Cu(2)—04) 2.299 2.202 2.347 2.300

Ba—O(1) 2.883 2.867 2.921 2.872
Ba—0O(4) 2.740 2.727 2.737 2.741
Ba—O0(2) 2.964 2.925 2.995 2.979
Ba—O(3) 2.944 2910 2.962 2.968
Y—O(2) 2.407 2.411 2.420 2.418
Y—0Q@) 2.381 2.392 2.379 2.394
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TABLE II. Computed® properties of various potentials.

Property Potential 1 Potential 2 Potential 3
Cy 32.58 21.68 24.40
Ci, 19.92 14.13 12.02
Ci; 10.35 10.28 10.50
Ci 20.08 12.77 15.84
Cu 6.18 6.20 591
Cee 18.14 13.41 13.73
€ 17.37 36.50 14.81
€ 12.72 43.55 19.00
€ 19.57 38.83 12.64
€y 6.44 3.71 3.66
€ 5.38 3.64 3.58
€, 4.83 3.17 3.18

*The units of the elastic constants C;; are 10" dyn/cm?. The dielectric constants at low frequency €,
and high frequency €, are given successively in the a,b,c directions.

as well. We fit to the structure of YBa,Cu;0, determined
by neutron diffraction.'*

The unit cell of the orthorhombic YBa,Cu;0, studied
in this work is shown in Fig. 1. We employ the site nota-
tion used earlier.® The comparison of experimental bond
lengths with the corresponding equilibrium bond lengths
for each potential is shown in Table I. The fits are quite
good and generally the Cu,-O, distance is reproduced
with poorest accuracy. Potential 3 gives the best fit with
maximum deviation from experiment of 0.02 A.

An important consideration in developing a potential
model is the computed elastic constants and how well
they match experiment. Our crystal model contains
seven oxygen ions per formula unit and corresponds to a
temperature of 0 K. Experiment is typically carried out
on samples which may be polycrystalline or small single
crystal and the oxygen content may deviate from seven
per formula unit. Thus some caution is necessary in com-
paring theory with experiment. Studies of the bulk
moduli*»*¢ and various elastic constants’”3® have been
reported for polycrystalline materials using ultrasonic
techniques. The bulk moduli reported in these studies is
smaller than our calculations from a prior potential,® al-
though some x-ray diffraction measurements**° do re-
port comparable values. Recently Brillouin scattering
studies'® have been performed for small single crystals at
300 K having nearly O, stoichiometry. The values deter-
mined from this study are C;; =21.1, C;;=15.9, and an
estimate of C,,=3.3 each in units of 10!! dyn/cm?. In
addition an inelastic neutron-scattering study?® on small
single crystals has been analyzed by a lattice dynamical
model. This study gave the values C;, =23.0, C;;=15.0,
C4=5.0, C¢=8.5, C;,=10.0, and C;3=10.0 in units
of 10'"! dyn/cm?. These experimental values may be com-
pared to computed elastic constant data for our various
potentials in Table II.

We have considered three new potentials in this work.
Two are strictly two body in form while the other con-
tains three-body bond harmonic forces.*! The general
strategy is to start with two-body potentials which are
stable and then add the three-body terms so as to im-

prove fit to structure and properties. Following this stra-
tegy we find that the most important bond bending term
involves the O(1) and O(4) oxygen ions and two adjacent
Ba ions. This was surprising, since it was expected that
terms involving copper and oxygen ions would require
three-body terms. Apparently the possible need for such
terms, as would be expected for covalent bonds, is ac-
counted for by the complex two-body interactions
throughout the crystal.

The parameters in each potential are described in
Table III. We note that potential 1 is just two body in
form and has stable phonon frequencies throughout the
Brillouin zone indicative of a stable potential. The struc-
ture fit is good, but in general the elastic constants are
larger than the experimental data. Attempts to improve
this fit within the two-body model give potentials with
some instability by virtue of the appearance of imaginary
phonon frequencies at the extremities of some parts of
the Brillouin zone. Potential 2 displays this behavior.
Potential 3 is our preferred model and has the inclusion
of the three-body terms and fits structure and elastic con-
stants well. A possible defect of potential 3 is the static
dielectric constants which we would expect to be larger.

We would like to note that two-body potentials have
been used successfully within the shell model to deter-
mine phonon modes within these oxide materials.*?~*
These models seem to do a good job of reproducing ex-
perimental frequencies and attest to the usefulness of the
ionic approach we employ here. Rigid ion models are
often used to treat these materials within the ionic
description.**”%" We note that because the shell model
produces a coupling with the Buckingham terms, it is not
to be expected that a shell-model potential successfully
describing a low-symmetry structure can be used within
the rigid ion model.

Various impurities have been introduced into the crys-
tal. The potentials used to treat these impurities comes
from previous work. The Co** potentials come from a
study of binary oxides.'*''® The peroxy interaction poten-
tial is of the Morse form and comes from an earlier study
of La,CuO,.* Finally, we have used the empirical poten-
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TABLE III. Parameters of the potentials. Units of 4 are eV, p are A,careeVAS kareeV/A? and
k' are eV per degree squared. Values of C are 0.0 unless otherwise noted. The symbol X refers to an

oxygen ion at site 1 or 4.

Interaction Potential 1 Potential 2 Potential 3
Potentials parameters
Cu-0,4 3799.3 627.9 712.8
p 0.24273 0.33501 0.32 698
0-0,4 22764.0 22764.0 22764.0
P 0.1490 0.1490 0.1490
C 75.0 75.0 75.0
Ba-O, 4 1253.2 1901.3 1644.1
p 0.3734 0.35 806 0.35928
Y-0,4 1123.0 1073.5 1010.3
p 0.36475 0.36 683 0.37 129
Ba-Cu, 4 932.5 5653.67 11552.4
P 0.35031 0.31348 0.29373
Cu-X, 4 1166.1 33014 4817.9
P 0.28 871 0.23 693 0.22432
Ba-X, 4 29194.2 1040.1 1294.7
p 0.24 823 0.36310 0.34 806
X-X, 4 22764.0 22764.0 22764.0
P 0.1490 0.1490 0.1490
C 75.0 0.0 0.0
Shell-model parameters
Y'Y 3.0 3.0 3.0
k 999 999.0 999 999.0 999 999.0
Ba’*, Y 9.12 9.12 9.12
k 200.0 426.1 426.1
Cu’', Y 2.0 2.0 2.0
k 999 999.0 999 999.0 999 999.0
o, Y —3.2576 —3.2576 —3.2576
k 49.8 49.8 49.8
Xy —3.2576 —3.2576 —3.2576
k 83.2 100.0 100.0
Three-body parameters
< BaXBa, k' 6.81
6, 90.0

*Units of A4 are eV, p are ;\, care eV A6, k are eV/A 2 and k' are eV per degree squared. Values of C

are 0.0 unless otherwise noted. The symbol X refers to an oxygen ion at site 1 or 4.

tials corrected by electron gas methods*® to determine
short-range potentials for different charge states of
copper with oxygen ions.

RESULTS

We begin by a consideration of the energetics of point
defect formation. This calculation is performed by re-
moving the appropriate ion from the crystal or substitut-
ing, as the case may be, and then allowing complete lat-
tice ion relaxation and polarization to take place. Table
IV presents the values which we compute for the process-
es of vacancy formation or substitution. Generally va-
cancy formation proceeds with a smaller energy on po-
tentials 2 and 3 (relative to potential 1) where the lattice
is softer. Particularly noteworthy is the strikingly
lowered oxygen ion vacancy formation at the plane sites.
When this energy is compared to the corrected oxygen

vacancy energy at the chain this value is smaller. This re-
sult is not in agreement with experiment and differs from
results for potential 1 and our earlier potential.® The va-
cancy formation energies are combined with the lattice
energy to give a Schottky energy which we believe is
most reliably given by potential 3 for reasons discussed
before. We also consider formation of various copper ion
and oxygen ion polaron states at different sites in the
crystal. Generally Cu®" is most stable at the Cu(2) site in
the plane and Cu™ is most stable at the Cu(l) site on the
chain. The O™ polaron forms most easily at the O(1)
chain site in the crystal. The entries in Table IV will be
used to compute the energy changes involved in various
processes in the crystal through the use of energy cycles®
in which ions are removed to infinity from the crystal pri-
or to ionization processes and then the resulting species
reintroduced into the crystal.

Various models for the defect equilibria in YBa,Cu;0,
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TABLE IV. Defect energies (¢V) computed with different potentials.

Vacancy Site

Potential 1

Potential 2 Potential 3

Cu(l) 23.67 22.39 23.98

Cu(2) 27.92 24.76 25.95

o(1) 13.69 13.18 14.24

O4) 14.35 14.12 15.02

0(2) 20.37 16.63 17.14

0Q@3) 20.17 16.67 17.11

Ba 17.92 15.13 15.87

Y 45.49 47.15 47.76

Substitution Site Potential Potential 2 Potential 3

(oL O(5) —19.81 —19.98 —18.68

Cu* Cu(1) —30.28 —29.32 —29.43

Cu(2) —30.98 —29.19 —32.97

Cu* Cu(l) 17.80 17.06 17.69

Cu(2) 20.20 20.53 19.56

(O o(1) 13.38 14.50 14.17

Oo4) 15.05 15.26 14.92

0(2) 15.13 14.67 13.91

0(3) 15.11 14.64 13.95

Schottky 30.82 9.81 19.94
have been discussed’®*** involving a variety of species  ate these terms. The values used here are Eg,, = —1.47

such as Cut, Cu**, and O~ polarons in addition to the
normal lattice ions. These equilibria are related to oxy-
gen content in the crystal through the following possible
reactions:

Reaction 4: Cu” +10,+Vy—0y+Cu®* ,
Reaction B: 2Cu*+10,+V,—0,+2Cu?* ,
Reaction C: Cu® +10,+V,—0(+Cu?" 3)
Reaction D: 2Cu’* +10,+V,—0y+2Cu** |
Reaction E: 10,+V,+0,—20; .

In these reactions copper ions in various oxidation states
occupy the chain or plane site, the oxygen vacancy is tak-
en at site 1, and Oy refers to an oxygen ion with —1
charge at site 1. We have constructed energy cycles in
order to determine the energy change in each reaction.
Here we require the gas-phase electron affinities of oxy-
gen ion and ionization potentials of copper ion to evalu-

TABLE V. Energy change (eV) of oxidation reactions in
YBa,Cu;0,. Negative values are exothermic.

Copper Ion
Reaction Site Potential 2 Potential 3

A Chain +3.09 +2.07
B Chain —1.10 —2.64
C Chain —-3.10 —3.55
D Chain +7.27 +7.82

Plane +7.53 +9.24
E +4.03 +2.81

eV, Eg,,=8.75¢eV, Ep, =20.39 eV, and Ep;=36.83 eV
as employed in earlier work.*”® The second electron
affinity of oxygen in known with least accuracy and this
limits our interpretations of results.

The data in Table IV is used to compute the energy
change of reactions 4 —E using potentials 2 and 3. We
note that these results presented in Table V correspond to
reaction and formation of isolated small polaron species.
First consider possible reactions of Cu™ by paths 4 -C.
The most stable position for this ion is the chain site so
only these entries are considered. Clearly reaction C
leading to a hole on the oxygen ion is the most favorable
of these possibilities. Also we note that the direct oxida-
tion of oxide ion via path E is least energetically favor-
able. Our comparisons of reactions 4 —D are dependent
upon parameters such as the electron affinity values dis-
cussed above; thus quantitative comparisons need to be
taken with caution.

Oxygen may be incorporated in the interstitial sites of
the crystal by an addition reaction:

10,-0% +2ht . 4)
Our calculations indicate that this reaction is most possi-
ble at O site 5 in the crystal and much less possible at the
interstitial site next to the planar copper ion. The energy
values for oxygen ion vacancy formation versus oxygen
ion interstitial formation in Table IV indicate that reac-
tion 4 could replace the oxygen half reactions 4, B, C,
and E.

The diffusion of oxygen ions in the crystal are thought
to proceed by a vacancy mechanism. We have sketched
some possible mechanisms of diffusion in Fig. 2. We con-
sider the vacancy mechanism for oxygen ion diffusion
within the copper-oxygen plane in Fig. 1. Here the sad-
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FIG. 2. Sketches of oxygen diffusion mechanisms in
YBa,Cu;0,. (a) oxygen vacancy in Cu-O plane, (b) oxygen va-
cancy in chain, (c) oxygen interstitial in chain.

dle point is computed to be midway between the initial
and final configurations. We compute the diffusion ener-
gy as the difference in energy between the initial relaxed
vacancy configuration and the relaxed saddle-point
configuration, and results for the different potentials
agree well with one another. There are two possible pro-
cesses depending upon whether the initial vacancy is on
O(2) or O(3) site, and these differ by the corresponding
vacancy formation energy in Table IV. Table VI shows
that a rather small diffusion energy is found for the O(3)
vacancy mechanism in the plane. When we consider the
vacancy mechanism in the chain region, as sketched in
Fig. 2, the activation energy is computed to be larger for
this mechanism in the chain versus the plane. Perhaps
this is surprising at first thought because the chain has
more open space. However, the saddle point position is
stabilized by ion relaxations and polarization which are
more effective within the plane. Finally, an interstitial
oxygen diffusion mechanism is considered in Fig. 2. The
saddle point for this mechanism occurs with the intersti-
tial ion between two oxygen ions. Most of the potentials
are unstable for this configuration, but potential 3 is
stable and leads to a rather large activation energy. We
conclude this mechanism is of minor importance.
Bipolaron species have been discussed within the con-
text of various mechanisms of superconductivity in
YBa,Cu;0,. We have employed the three-body potential

Phonon frequency (THz)
5 G

0

000 K (1007 (000)

(5,5,5)

FIG. 3. Computed phonon dispersion curve for YBa,Cu;0,
using potential 1.

3 to consider various possibilities such as (Cu**),, 0,%,
and the charge-transfer species CutO~. Table VII
shows the energy of formation of these bipolaron species
computed at various sites in the crystal relative to the in-
dividual polaron energies at infinite separation. The
0,2 bipolaron is just unstable by 0.03 eV and this mar-
gin is less than the limits of error in our calculation. The
most stable O,>” species forms with the individual O~
unrelaxed positions at O(4),0(2), which means that the
axis of this species is about 45° with respect to the crystal
¢ axis. The (Cu"), bipolaron is less stable than 0,2~
when the polarons are positioned within one bond length
of another. Also the possible bipolaron Cu™Cu**, which
is most stable with the reduced species on Cu(l) and oxi-
dized species on Cu(2), is rather unstable. The charge-
transfer species Cu™ O™ is stable with respect to its isolat-
ed components. When we construct an energy cycle so as
to compute the energy of formation of CutO~ we find
the value 5.5 eV for this species within the plane of
copper oxide.

We have computed the phonon dispersion curves and
eigenfrequencies at k =0 for the two-body potentials.

TABLE VI. Activation energy (eV) for oxygen ion diffusion.

Mechanism? Potential 1 Potential 2 Potential 3
A 0.67 0.33 0.31
B 0.47 0.37 0.28
C 2.03 0.62 0.61
D XS® XS® 2.39

2 A4 is the planar O(3) vacancy, B is the planar O(2) vacancy, C is the chain O(1) vacancy, and D is the

chain O(1) interstitial.
®— XS core displacement.
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TABLE VII. Bipolaron formation energy (eV)—potential 3.

Bipolaron Structure? E, eV’
02" 0(2)04) 0.03
0,'” 0(3)0(4) 0.09
0,2~ 0(2)0(3) 0.15
0,2~ 0O(1)O®4) 0.51

(Cu*t), Cu(2), a axis 0.41
(Cu’t), Cu(2), b axis 0.88
(Cu’t), Cu(1), Cu(2) 1.09
(Cu’'), Cu(1), a axis 0.71
(Cu’t), Cu(l), b axis 1.71
Cuto~ Cu(2), 0(2) —0.06
Cuto~™ Cu(2), 0Q3) 0.29
Cuto~ Cu(2), O@4) —0.15
CutO~ Cu(1), O4) —0.07
CutO~ Cu(l), O(1) —0.15

®Nearest-neighbor bipolarons are considered.
"Binding energy is relative to separated polarons, negative
values are binding.

This is accomplished by solving the equations of motion
as discussed earlier using the typhon computer code.’!
Figure 3 is a plot of the phonon dispersion curves for
some of the representative optic and acoustic modes of
the crystal for potential 1. The only unusual feature in
the curves is a softening of a B,, mode which involves a
shearing motion of the two copper-oxygen planes. The
general features of the phonon dispersion curves have
been observed in other experimental and calculated stud-
jes.20:52.53

The density of states for the phonon dispersion curves

TABLE VIII. Phonon frequencies at k =0 for potential 1
(cm™").

Ag BZg B}g Blu BZu Blu
140 72 94 125 107 101
178 150 158 165 153 151
301 328 320 187 199 209
454 367 423 239 289 233
471 613 581 267 340 341

399 385 376

529 470 619

of potential 1 is shown in Fig. 4. We have also compared
this to a sketch of the experimental curve taken by neu-
tron scattering on a powder sample.* The agreement of
the two curves is best at low frequencies and becomes
poorer at higher frequencies. The good agreement at low
frequencies suggests our model provides the best descrip-
tion of the heavier-ion relaxation.

The phonon modes at kK =0 have been analyzed to
determine their symmetry in the orthorhombic structure.
Table VIII shows the analysis. The g modes correspond
to Raman active, and the u modes correspond to infrared
active. Raman frequencies have been computed previous-
ly** with lattice dynamical models and compared to Ra-
man and infrared experimental absorptions. In some
cases the Raman frequencies depend upon the oxygen
content of the sample, but experimental 4, Raman
modes are reported® at 475 cm ™!, 435 cm™!, 330 cm ™!,
and 145 cm~!. A lower-frequency mode due principally
to Ba motion has been reported at 116 cm~!. These ex-
perimental frequencies may be compared with the data in
Table VIII computed and Fig. 5, which shows the major

r~ /‘\
| VA 7\
\
30l | .
[}
]
\
N\
N
\\
N
2 20 .
‘@
c
2
c
- \”
o] o -
0 1 1
1 5 10 15 20

Phonon frequency (THz)

FIG. 4. Density of phonon frequencies (solid line) for potential 1 compared to an experimental study, Ref. 54 (dashed line).
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FIG. 5. Sketch of computed 4, phonon modes.

displacements associated with these modes. The previous
assignments*2~* of the Raman frequencies from lattice
dynamical calculations are consistent with the data in
Fig. 5. In addition to the 4, modes we have also shown
the seven computed B, modes in Fig. 6 which should be
infrared active.

Several studies of the phonon frequencies in ortho-
rhombic YBa,Cu;0, have been performed within the
framework of the shell model,*>~** rigid ion model*® and
normal-coordinate calculations.*® These studies have
been able to assign the experimental Raman and infrared
frequencies to particular modes with satisfactory agree-
ment often with a 5-10 % discrepancy between experi-
ment and theory. Our particular study has also achieved
this level of accuracy, although we have taken no particu-
lar effort to match theoretical to experimental frequen-
cies. This result supports our approach and gives greater
credence to the defect calculations.

Recent extended x-ray-absorption fine structure
(EXAFS) experiments> have shown evidence for clump-
ing of impurity Co®* ions on the Cu?* chain sites of
YBa,Cu;0,. Our calculations®’ with earlier potentials
showed a definite preference for isolated Co®* ions to
substitute at the chain Cu?* site with the incorporation
of excess oxygen ion. We now wish to examine the possi-
ble clumping of Co®" ions and the associated metal-
oxygen bond lengths with our improved three-body po-
tential 3. Zig-zag single and double chain structures have
been reported and examined in this study. Figure 7
shows the results for single and double chains by substi-
tuting Co,0¢ and Co,0, for Cu?”" ions at the chain. We
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FIG. 6. Sketch of computed B, phonon modes.

observe alternations in the Co—O bond length and a
range of lengths varying from 1.62-2.48 A. These values
are in the range of experimental data, but there is a con-
siderable spread of the calculated values. Improved po-
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FIG. 7. Sketch of computed relaxed ion positions and bond
lengths for Co,O¢ and Co,0,, using potential 3. A single-chain
and double-chain model as proposed in Ref. 55 are considered.
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tentials for the impurity may be needed along with a su-
percell type approach to better examine these complete
impurity phases. At the present level of calculation we
only wish to emphasize the appearance of alternating
bond lengths.

DISCUSSION

We have shown that the structure and physical proper-
ties of YBa,Cu;0, may be simulated well by the atomistic
model. Two-body terms seem to be sufficient in matching
the structure, but three-body terms are important in giv-
ing good elastic constants. Our prior experience has
shown that the two-body potentials give reliable informa-
tion on the relaxations and polarization surrounding de-
fect formation® and the systematics of impurity substitu-
tion.” The present work also gives phonon dispersion re-
sults and frequencies which can be sensibly compared to
the corresponding experiment. All of this supports the
reliability of the atomistic model description of
YBa,Cu;0,.

We attach the greatest quantitative reliability to the
three-body potential 3 results. However, oxygen vacancy
formation is easiest at the plane site which is not in agree-
ment with experiment.’® The Schottky energy of 19.94
eV corresponds to 1.53 eV per vacancy which should be
expected near the oxygen stoichiometry of seven. The
finding that Cu(1) site prefers the reduced copper ion and
that the Cu(2) site prefers the oxidized copper ion is con-
sistent with chemical ideas based upon the number of
copper-oxygen bonds.

We may consider the oxidation reactions reported in
Table V. These reactions are for isolated defects and it is
therefore difficult to compare to experimental enthal-
pies?® which correspond to formation of extended regions
of the oxidized species. Additionally our conclusions de-
pend upon the experimental electron affinity values of ox-
ygen which involve some uncertainty. We can conclude
that the direct oxidation of oxide ions by oxygen (reac-
tion E) can be excluded and that reaction C involving lat-
tice Cu™ would be required to form the O~ species in the
crystal. The energy of this reaction is exothermic, but
here the oxygen electron affinity value plays an important
role. Oxidation of Cu™ (reaction C) is the most favorable
oxidation reactions involving copper ions. It is con-
sistently found that the most favorable oxidation reaction
involving copper ions takes place on the planes and not
the chains. Finally we note that the oxidation of Cu™
(reaction C) has been proposed*’ from experimental con-
ductivity and thermopower data. This result and our cal-
culations seen to be mutually consistent.

The diffusion of oxygen ions in YBa,Cu;0, has been
measured by resistivity. The activation energy of motion
was deduced to be 0.48 eV from the measurements.”*?
Arrhenius plots yielded an activation energy of 0.40 eV in
other experimental studies,?’ but the mechanism was not
discussed. Our data in Table VI suggest that the activa-
tion energy for motion seems to agree well with these ex-
perimental data. This may be an oversimplification of the
experimental situation, since other measurements®’ are
interpreted to give a larger activation energy of 0.97 eV.

The smallest activation energy occurs in the copper-
oxygen plane and involves a vacancy mechanism. The
vacancy mechanism in the chain has a higher activation
energy and interstitial diffusion mechanisms do not seen
likely.

EXAFS measurements®® of Co®* substituted for
copper ions in YBa,Cu;0, show substitution to occur at
the chain site. Evidence for two Co—O bond lengths of
1.8 and 2.4 A led to the proposal of zig-zag single and
double chains as possible arrangements for the cobalt
ions. Our calculations definitely support the idea of long
and short cobalt-oxygen bond lengths. The shortest bond
length which we compute is 1.62 A, but many of the
bonds have values near 1.8 A in either the double or sin-
gle chain structure.

We may consider the relative stabilities of small versus
large polarons in YBa,Cu;0,. This approximate calcula-
tion is based upon the difference in energy between a
thermal and optical calculation for a particular defect.
The thermal calculation allows full core and shell relaxa-
tions and ion relations according to the procedure we
have discussed earlier. In the optical calculation the
cores are frozen in position so that only electronic polar-
ization is allowed. The difference in energy of the two
calculations represents the component due to ion relaxa-
tions or the polaron field. This difference should be com-
pared to half the valence bandwidth to determine wheth-
er the small or large polaron is more stable. Table IX
contains this difference for copper ion and oxygen ion po-
larons. An estimate of half the valence bandwidth is 3 eV
from photoemission spectra.’® The valence bandwidth is
a complex mixture of copper ion d states and oxygen ion
p states so that it is difficult to determine the half-
bandwidth value for each of these separate ions, but the
value is less than 3 eV. The entries of potential 3 in Table
IX support the small polaron model for Cu’* and O~ at
several sites. There may be some cases where the large
polaron is favored.

Bipolarons have been discussed in various supercon-
ductivity mechanisms in the copper oxide systems. These
have included mechanisms with small bipolarons!?133%60
or large bipolarons. The small bipolaron consists of two
bound small polarons each in the form of an ion with ex-
tra charge and its associated field of relaxed and polar-
ized lattice ions. This mechanism has been applied to ex-
amine possible conduction mechanisms involving Cu’™"
or Cu*/Cu®* disproportionated chains. The possibility

TABLE IX. Difference of thermal and optical defect energy
(eV)—potential 3.

Defect Site Energy (eV)
Cu’* Cu(1) 3.02
cu’t Cu(2) 4.58
Cu* Cu(l) 2.44
Cu* Cu(2) 1.78

o~ o) 3.57
O~ 0(4) 2.55
(o o) 3.13
(O 0@3) 3.08
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of large bipolarons®"¢? forming a basis for superconduc-
tivity has been based on the point that they could be quite
mobile. It is shown that if €,>>2¢€,, a bound large bipo-
laron could exist and that the copper oxide systems
should obey this relationship in terms of the dielectric
constants. Note that the computed dielectric constants
in Table II obey this relationship.

We do not find evidence for the formation of Cu’*
small bipolarons. The binding energy terms in Table VII
indicate that such a species is unstable by at least a few
tenths of an eV. The 0,2~ species has a much greater
chance of being observed in the crystal. In earlier calcu-
lations for the peroxy type of bipolaron in La,CuO, (Ref.
5) was found to be stable. The peroxiton species deter-
mined in other work®% may be compared to the 0,>~
species. We note that stability of this species is observed
for geometries where the O(4) ion interacts with one of
the oxygen ions in the plane. The charge-transfer
Cu™ O~ bipolaron is generally bound with respect to the
isolated polarons. When the energy is computed relative
to doubly charged copper and oxygen ions slightly more
than 5 eV is required to form this species. We note that
experimental evidence for polarons or bipolarons in
YBa,Cu;0; has been recently reported.5

Models involving double potential wells®® ~ % have been
discussed as enhancing electron-phonon coupling in vari-
ous mechanisms of superconductivity. These models in-
volve displacements of the O(1) oxygen ion in the a direc-
tion, the Ba*" ions in the ¢ direction or possible move-
ments of copper ion polaron states along the ¢ axis. We
have examined these possibilities with potential 1 and 3
to determine whether any double wells could be found.
None have been found for any of these motions involving
O(1) or Ba ions. We have extensively examined the sym-
metric and antisymmetric motions of two Cu®** polaron
species in adjacent copper oxide planes along the ¢ axis
and did not find double minima. This could be due to
some artifacts in our potential models or possibly a more
complex motion is necessary to find the double minimum.

SUMMARY

This work has shown that two- and three-body formu-
lations of short-range interactions plus the shell-model fit
the elastic constants and structure of YBa,Cu,;O, well.
Several potential models were examined with various dis-
tributions of formal charge to lead to the present model
with one hole per three oxygen ions attached to chain

copper ion. The present model is fit to experimental elas-
tic constants which have a smaller value than used in our
earlier work.® Thus the lattice is softer and vacancy for-
mation energies become smaller. We compute the
Schottky energy to be 19.94 V.

Various solid-state redox reactions involving the incor-
poration of O(2) in the crystal are considered. The ener-
getics of these reactions are exothermic for oxidation of
Cu™, Cu?*, or O*>~. Comparison of various different re-
actions on a quantitative basis is difficult because of the
need of the oxygen ion second electron affinity which is
known only with some uncertainty. Nevertheless the re-
action

Cu*+10,+Vy—0p+Cu* (5

appears quite possible for isolated polaron species.

Diffusion of oxygen ions in the structure is considered
using the vacancy and interstitial mechanisms. The va-
cancy mechanism is most favorable when it occurs in the
Cu-O plane and gives an activation energy of about 0.3
eV. This compares well with experimental values of
about 0.4 eV.

The phonon frequencies are computed from the equa-
tions of motion. Comparison of the computed density of
frequencies to experimental data gives good agreement at
low frequencies and some deviation at higher frequency.
The frequencies at kK =0 compare well with the Raman
experimental frequencies.

Various bipolaron species such as (Cu**),, 0,27, and
CutO™ are considered. The Cu®* species is unstable by
several tenths of an eV and is not considered likely. The
0,%” species is unibound by only 0.03 eV which is within
the limits of our calculation and parameters and is con-
sidered a likely possibility in this crystal. The CutO~
species is found with respect to the isolated species, but
requires just in excess of 5 eV to be formed.

A simulation of chains of Co** substituted for Cu®* is
performed. We find that there is an alternation in value
of Co—O bond length as found in experiment. Excess
oxygen is incorporated with Co®>* as part of the compen-
sation mechanism.

The potentials developed in this work seem to give
good representations of many properties of orthorhombic
YBa,Cu;0,. Of course the potentials can be improved as
more data becomes available for the crystal. In the
meantime these can be expected to perform well in
describing a range of crystal properties.
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