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Band-to-band Auger recombination is the dominant recombination mechanism in silicon at high
carrier concentrations. Previous calculations found Auger rates too small to account for experi-
ment. These calculations, however, contained uncontrolled approximations. We calculate accurate
Auger recombination rates in both n-type and p-type silicon, avoiding approximations made in all
prior Auger work. Our calculations show that Auger recombination is an order of magnitude
stronger than previously thought. Our results for n-type Si agree well with experimental lifetimes.
In contrast, a phonon-assisted mechanism is indicated for p-type Si. This conclusion can be under-

stood based on details of the band structure.

INTRODUCTION

Electron and hole lifetimes are a key factor in semicon-
ductor physics and technology. The study of these life-
times is complicated by the variety of carrier-
recombination mechanisms that determine them.
Recombination mechanisms can be divided into two
categories: defect and band to band. Defect recombina-
tion can be reduced by avoiding deep-level impurities
that act as recombination centers. Band-to-band process-
es, which are present even in a perfect crystal, provide
the ultimate limit to long lifetimes. The two main band-
to-band recombination mechanisms are radiative and
Auger recombination (AR). In AR an electron recom-
bines with a hole and the energy of recombination is
transferred to another electron or hole (Fig. 1)."'? In sil-
icon and other indirect-band-gap semiconductors, where
radiative recombination is inefficient, band-to-band AR
dominates at high carrier concentrations. AR is impor-
tant for technology as well: It competes with radiative
recombination, reducing the efficiency of semiconductor
lasers,’ and it shortens the carrier diffusion lengths, re-
ducing the efficiency of semiconductor solar cells.* By
converting excess electron-hole pairs to excited carriers,
AR plays a role in laser annealing of indirect-band-gap
semiconductors.

Many authors have calculated Auger rates in a variety
of semiconductors. Calculated Auger rates for silicon>®
(without phonon assistance) were an order of magnitude
lower than experimental rates.”® Because of this
discrepancy, the observed recombination was attributed
to a phonon-assisted mechanism, in which the carriers
emit or absorb phonons during the Auger transition.®!°
Calculations for silicon that included phonon-assisted
transitions'! were somewhat more successful in compar-
ison with experiment. Careful examination, however, re-
veals potentially compromising approximations in all of
these calculations (both with and without phonons). Ex-
amples include dropping a summation over the reciprocal
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lattice, and using model energy bands and wave func-
tions. The validity of these approximations went untest-
ed.

In this paper we describe accurate calculations of the
“pure” (no-phonon) Auger recombination rate in both n-
and p-type silicon. We use accurate energy bands and
wave functions and perform all summations until they are
numerically converged. The Auger rate contains an
eight-dimensional surface integral, which we evaluate
over a cubic mesh. Furthermore, we have performed de-
tailed convergence studies of all of the parameters that
enter the calculation (e.g., the size of the mesh). This
provides a quantitative measure of the accuracy of our re-
sults. Our theoretical recombination rates agree very
well with experiment for heavily doped n-type silicon
over the entire temperature range; theoretical rates for
p-type silicon are much smaller than experiment. These

v
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FIG. 1. e-e-h and h-h-e Auger recombination. CB and VB
are conduction- and valence-band edges, respectively.
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results suggest that pure AR is the dominant recombina-
tion mechanism in n-type Si, but that phonon-assisted
recombination is in fact dominant in p-type Si. The band
structure of silicon provides a simple explanation of this
difference.

A brief summary of our results has been presented pre-
viously.'>!3 Here we give a detailed discussion of both
our methods and results.

AUGER RATES AND THEIR MEASUREMENT

In this section we describe the relationship between
Auger rates and lifetimes, and two of the experimental
techniques used to measure them. This will provide a
better understanding of the relation between the experi-
mental and theoretical results.

Auger recombination involves either two electrons and
a hole (electron-electron-hole, or e-e-h AR) or two holes
and an electron (hole-hole-electron, or h-h-e AR). The
interaction is mediated by the Coulomb repulsion be-
tween the like particles. The different AR mechanisms
are characterized by nature of the electron and hole wave
functions: in band-to-band AR, all particles are in the
bulk bands; in defect AR, one or more particles are
bound to crystal defects;'* and in excitonic AR, the
recombination is enhanced by the presence of electron-
hole correlations.”>™!7 In pure AR, the initial and final
electronic states must conserve both energy and momen-
tum. Momentum conservation can be relaxed by phonon
emission or absorption (phonon-assisted AR) (Fig. 2).
We have investigated the simplest of these processes—
pure band-to-band AR.

The e-e-h Auger rate, R, is proportional to n%p, where
n and p are the electron and hole concentrations, respec-
tively. [This is because an e-e-h Auger transition requires
two electrons and a hole; the occupation probability for
electrons (holes) is proportional to n (p) using Boltzmann
statistics.] Accordingly, the e-e-h Auger coefficient, C,,
is defined by R =C,n?’p. In heavily doped n-type silicon,
where e-e-h AR is the dominant recombination mecha-
nism, the hole lifetime is determined by dp /dt=—R.
Using the definition of C,, the hole lifetime is given by

FIG. 2. Phonon-assisted Auger recombination.
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77 !'=R/p=C,n* The n ~? dependence of the hole life-
time is the hallmark of AR. (It is assumed here that the
carriers are nondegenerate.) The relations for heavily
doped p-type silicon, where h-h-e AR dominates, are
completely parallel: the h-h-e Auger coefficient is defined
by R =Cpp2n, and 7 '=R/n =Cpp2. In the following,
we will discuss the case of e-e-h recombination; h-h-e re-
lations can be obtained by and interchanging the pairs
(n,p) and (e, h).

The simplest way to determine Auger coefficients’ is
from measured carrier lifetimes [C, =(7n2)"!]. The hole
lifetime is measured as a function of electron concentra-
tion in a series of heavily doped n-type samples. Excess
electron-hole pairs are created optically. After the exci-
tation is removed, the hole lifetime is determined by mon-
itoring the weak luminescence produced by the sample.
The excited carrier concentration is much smaller that
the dopant concentration, so that n remains constant dur-
ing carrier recombination. In the region where AR is the
dominant recombination mechanism, 7 will be propor-
tional to n ~2, and C, will be given by the proportionality
constant. This technique has two advantages. First, be-
cause the electron concentration is the equilibrium value,
it can be measured easily, producing more accurate
Auger rates. Second, C, and C, can be measured in-
dependently, by repeating the experiment with n-type and
p-type materials. The one disadvantage of this method is
that all measurements are made on heavily doped sam-
ples. Chemical impurities distort the band structure of
doped material and the Auger rate may not be the same
as for pure material.

The second technique measures the Auger rate in in-
trinsic material.® Here we have n =p, and the Auger rate
becomes R =(C, +Cp )n3. As in the first method, excess
electron-hole pairs are created by an external excitation,
and luminescence is used to track the decay of the carrier
concentration. With this method, however, the excess
carrier concentration is no longer small compared to the
equilibrium value. (AR is usually seen only for carrier
concentrations much higher than the intrinsic values.)
Hence, the total carrier concentration will decrease as a
function of time during the luminescence decay. The
Auger rate is determined by fitting n (¢) to the solution of
the nonlinear differential equation

R=—dn/di=(C,+C,)n*+S(n),

where S (n) is the rate for all other (significant) recom-
bination processes. This method can only measure the
combined Auger rate C, +C,. The technique is compli-
cated, because of the need to measure excited carrier con-
centration, and to include all other significant recombina-
tion processes in S(n). Fortunately, the Auger rates in
silicon as measured by either method are in agreement.
This demonstrates that heavy doping does not affect AR
in silicon.

BASIC THEORY

In this section we will present the equations that are
used in our theoretical calculations.
The total rate of pure AR is'®
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where k;, k,, k;, and k, are the crystal momenta of the electrons and holes, and E, E,, E,,, and E, are their energies
(see Fig. 1). M is the Auger matrix element (see below), 8(E) and 8(k) are the energy- and momentum-conserving &
functions, and f (E) is the probability that an electron is occupying the state with energy E. (For h-h-e AR, f(E) is the
occupation probability for a hole.) The k integrals span twelve dimensions; the momentum-conserving 8 function can
be used to eliminate the integration over k,, leaving a nine-dimensional integral. Contracting 8(E) reduces R to
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Here S is an eight-dimensional surface in k space defined by E, + E,=FE [ +E, and k; +k,=k;+k,. The term in the
denominator is the nine-dimensional gradient of E, + E, —E|. — E, with respect to (k; ky, k).
The Auger matrix element is given by

M= f f ¢;l(r1)¢22(r2)v(rl—rz)d)kl,(rl)cﬁkz,(rz)drldr2+exchange term ,

[ 99 _yqtGetaror,

)}

where ¢, (r) is the wave function of the electron (or hole) with wave vector k, v(r) is the screened Coulomb potential, '’
and G is a reciprocal-lattice vector. The exchange term is found by changing ¢, (r,) to ¢y (r,) and ¢y (r,) to ¢y (r,).

The g integration runs over the first Brillouin zone (BZ). v(q+G) is given by the product of the dielectric function and
the Coulomb potential in reciprocal space:

47e?
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where €, ;.(q) is the dielectric function of the material.?’ Using a diagonal approximation for € ~! reduces v(r) to

vr _f g 4Tre eiq'r (5)

where the integral now runs over all space.

Because of the periodicity of the crystal lattice, we can put the Auger matrix elements into a form that is easier to
evaluate. The wave functions can be expanded in a Fourier series:

(r)=— A(k+G)ei(k+G)~r . ©)
0 vV %
Using the Fourier expansion of all four wave functions and Eq. (5), the matrix element becomes

47Te

SSSS A4*k,+G,)4*(k,+G,)B(k, +G,)A(ky+G,)
G, G, G| .G,
» 1
|k, +G,; —k,—G,|%(k;.+G.—k,—G,)

+exchange term . (7)

G|, G,, G, and G, are all reciprocal-lattice vectors. B is used to represent the Fourier components of the wave func-
tion with momentum k. to indicate that it is in a different band than the other wave functions. All other band indices
are suppressed. Applying momentum conservation and substituting G=G;— G gives

47e? 1
G ek, —k,. +G)lk,—

k —{-GPEA k1+G1)B(k]'+G1_G)

XY A*(k,+G,)A(k,+k,—k; +G,+G)+exchange term . (8)
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In this expression the summations over G, and G, are in-
dependent. As a result, the number of terms in each ma-
trix element is reduced from N3 to 2N2, where N is the
number of reciprocal-lattice vectors used in the calcula-
tion. Note that because € is a function of k + G, it cannot
be factored from the G summation.

REVIEW OF PRIOR AUGER THEORY

Theoretical study of Auger recombination in semicon-
ductors dates back to the pioneering work of Beattie and
Landsberg.! In 1958 they investigated the rate of Auger
recombination in InSb. To perform the integrals analyti-
cally, they made several major approximations in Eqgs. (2)
and (8). These approximations were designed for a
narrow-band-gap direct-transition semiconductor (E,
=0.18 eV in InSb), where all of the k vectors are very
near the band edge. During the last two decades these
calculations were extended to other semiconductors, in-
cluding Ge and Si,>® GaAs?'"* GaSb,*' and InP.2*%
Other authors calculated phonon-assisted Auger recom-
bination rates in silicon,!" and compound semiconduc-
tors,15:25.26

For silicon, Huldt’ estimated the no-phonon Auger
coefficient as C,=0.2X 103" cm®sec™' and predicted
that C, is much smaller than C,, A later calculation by
Hill and Landsberg® found C,=0.12X10"%" cm®sec™ .
On the experimental side, Dziewior and Schmid’ deduced
minority carrier lifetimes from luminescence decay in
highly doped n-and p-type silicon at 77, 300, and 400 K.
Their experimental Auger coefficients, C,=2.8X 10"
cm®sec™! and Cp‘—‘0.99>< 103! cm®sec™!, are much
larger than the theoretical values. This led to the sugges-
tion that phonon-assisted Auger recombination was re-
sponsible for the experimental rates.”'® Support for this
thesis came from the temperature dependence of the
Auger rate. The measured Auger rates C(T) remain
nearly unchanged in the temperature range T =4 to 400
K.”® Huldt et al.”’ fitted these values to an expected
analytical C(T) for both no-phonon and phonon-assisted
AR. With the given analytic forms a good fit could be
made for the phonon-assisted case but not for the no-
phonon case.' [The form used for phonon-assisted
recombination was C(T)=C,coth(#iw/2kT) where o is
the frequency of the phonon emitted during recombina-
tion. The form used for no-phonon AR was C(T)
=C,V'T exp(—Er, /kT) where E, is the threshold en-
ergy and is defined in the Results and Discussion section.]
A subsequent calculation of the phonon-assisted Auger
rate in silicon by Lochmann and Haug!' found C, in
good agreement with experiment, but C, was still four
times too small. They concluded that phonon-assisted
AR, not pure AR, is the dominant recombination mecha-
nism in highly doped silicon. This conclusion was ex-
tended to other indirect-band-gap semiconductors as
well.!!

Careful examination shows that all existing Auger rate
calculations—for both pure and phonon-assisted mecha-
nisms and for any of the materials studied —retained
many of the approximations of the original Beattie and
Landsberg work,! even though they were never tested.

The underlying assumptions of Beattie and Landsberg’s
approximations is that all of the k vectors in Egs. (2) and
(8) will be near the band edge, which is true only for a
small direct band gap. These approximations may not be
valid for wide band gap or indirect-transition semicon-
ductors, where k,. will be far from the band edge.

Before discussing the particulars of the approxima-
tions, it should be noted that there are two categories of
theoretical papers under discussion. The difficulty of
evaluating the quantities in Egs. (2) and (8) has been met
using two strategies. The first strategy is to introduce as
many approximations as are needed to determine the
Auger rate. This is the approach used by most authors.
The second strategy is to give up on evaluating the full
Auger rate in Eq. (2) and concentrate instead on deter-
mining the Auger matrix elements alone [Eq. (8)] using
fewer approximations.?! "2*2% Approximations used in
papers in the first category include the following

In the integration over k [Eq. (2)]:

(1) Of the eight dimensions in the k-space integral, the
matrix elements are integrated over, at most, six dimen-
sions. (The reduction occurs because of other approxi-
mations, not all mentioned here, that are made.)

(2) Model (k-p or parabolic) band structures are used
to find the energy conservation surface.

In the matrix element calculation [Eq. (8)]:

(3) The first summation over the reciprocal-lattice vec-
tors (G) is dropped. This approximation is often called
neglecting “‘umklapp terms.”

(4) The electron and hole wave functions are taken
from k-p perturbation theory.

(5) The dielectric function, €, which is in fact a func-
tion of k, is either replaced by the static dielectric con-
stant, €,, or left out entirely.

(6) Some authors do not calculate both the direct and
the exchange terms of the matrix elements. A

The papers that evaluate only the matrix elements
make fewer approximations in Eq. (8). In particular,
Brand and Abram?? appear to be the only authors before
this work to include both the sum over G and k depen-
dence of €. (They also use an empirical pseudopotential
for the wave functions.) But, as noted above, these calcu-
lations are done for only a few matrix elements. As a re-
sult, these papers do not provide any estimate of the rate
of Auger recombination, which is the quantity of interest.
Of the previous evaluations of the total Auger rate,
Beattie’s work on InSb (Ref. 29) is probably the most ac-
curate. Beattie used the Monte Carlo method to in-
tegrate the matrix elements over a full six dimensions in k
space. The use of k-p band structure and wave functions,
a static dielectric constant, and the omission of the sum
over G are all appropriate for k vectors very near the
band edge. These approximations may be adequate for
InSb, where k|, k,, k|, and k,- are all near the band edge.

DESCRIPTION OF PRESENT WORK

We have performed a thorough calculation of the rate
of pure e-e-h and h-h-e Ar in silicon. We do not use any
approximations of unknown consequence; in particular
all of the approximations described in the previous sec-
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tion are avoided. In addition we have verified the accura-
cy of our numerical approximations through extensive
convergence studies.

For the band structure [in Eq. (2)] and the wave func-
tions [in Eq. (8)] we use empirical pseudopotentials.’
(Nonlocal corrections and spin-orbit splitting were not
included; both of these produce very small corrections to
the bands that contribute to the total AR rate.) We
chose an empirical potential over a first-principles pseu-
dopotential because the latter produces errors in the band
gap and the dispersion of the energy bands. In Eq. (2) the
integration over k space is performed numerically over
an eight-dimensional cubic grid without factoring any of
the terms from the integrand. The integration is per-
formed over all regions of k space where the integrand is
non-negligible. Auger transitions between the light- and
heavy-hole valence bands and the bottom conduction
band are included. For the h-h-e process the split-off
valence band was used as well. Thus our results include
all of the 27 different possible h-h-e transitions with holes
1, 2, and 2’ in the heavy-hole, light-hole, and split-off
bands. Fermi-Dirac statistics are used to describe the oc-
cupation probabilities for the majority carriers [ f(E,),
f(E,), and f(E, )] and Boltzmann statistics are used for
the minority carriers [f(E.)]. This corresponds to the
physical conditions of the experiment’ to which we com-
pare our results. In the matrix element equation [Eq. (8)],
all of the summations over the reciprocal lattice have
been retained. The g dependence of the dielectric func-
tion is included in the form of Nara and Morita.*! In our
earlier work on AR in silicon'>!3 we used, in addition to
the dielectric screening, a Thomas-Fermi screening fac-
tor, A, for the free-electron screening. Since then, howev-
er, Burt®? has pointed out that Thomas-Fermi screening
is static, while the screening in Auger transitions is dy-
namic.’® Since the frequencies in Auger transitions (1
eV) are much larger than the plasma frequency of the free
carriers (0.1 eV), A=0 is probably a better approxima-
tion. In this paper we present our results using A=0.
This results in Auger rates that are about 25% larger
than those presented in our previous paper. This
difference is of the order of the experimental errors of
measurement, and does not affect any of our conclusions.

Because our calculations are a radical departure from
previous work in the field, it is interesting to see which of
the corrections that we have included are most
significant. To this end we have checked some of the ap-
proximations that have appeared in previous Auger cal-
culations by performing the same calculation (in silicon)
both with and without each approximation. Of those
tested, the two worst approximations are the neglect of
the sum over the reciprocal lattice (“‘umklapp” terms),
and the use of a static dielectric constant in the matrix
elements. Each of these approximations decrease the to-
tal Auger transition rate by an order of magnitude.
(Neglecting the dielectric screening altogether increases
the rate by an order of magnitude.) These approxima-
tions may be better in the direct-band-gap materials,
which have been the focus of much of the recent theoreti-
cal Auger work. Nonetheless, our results serve as a clear
warning that such approximations should not be taken
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for granted, or buried in equations, as has often been
done in the past. The use of Fermi-Dirac statistics (as
opposed to Boltzmann statistics) increases the recombina-
tion rate when the carriers are degenerate. For example,
at T=77 K, C, increases by one-third between n =10'®
cm ™ and 10° cm . The effect of the statistics on C, is
even greater, because the effective density of states of the
valence bands is lower than that of the conduction band.
Because almost all of the previous Auger rate calcula-
tions use either k-p or parabolic band structures, we at-
tempted to estimate the importance of accurate band
structures. To this end we evaluate the Auger rate using
parabolic bands (with the same effective masses as our
pseudopotentials). Parabolic bands were used only in the
evaluation of the energies in the statistical functions
f(E), [Eq. (2)]; the full band structure was used for the
energy conservation condition. Nevertheless, the total
Auger rate was off by 50%. We did not attempt to evalu-
ate the influence of accurate wave functions on our re-
sults. Brand et al.?' compared pseudopotential and 15
band k-p wave functions in their matrix-element formula
and got similar results in either case. (Much of the previ-
ous Auger work, however, used only four band k-p wave
functions, which are less accurate.)

We will now describe the method used to perform the
k-space integration [Eq. (2)]. The key to making the
eight-dimensional surface integral tractable is to restrict
our attention to those regions where the integrand is
non-negligible. The occupation probability functions,
f(E), guarantee that these regions occur when k,, k,,
and k. fall near their respective band edges. We have re-
stricted the integration over k to those regions of k-space
satisfying E,, =(E,—E.)+(E,—E.)—(E.—E )ZE_,
for e-e-h AR, and E,,=—(E,—E,)—(E,—E,)
+(E.—E,) <E_, for h-h-e AR. This choice is based on
the fact that the total occupation probability (using
Boltzmann statistics) is proportional to exp( —E,,,, /kT).
The values of E_, used in our calculations range from
200 to 350 meV, depending on the temperature. For sil-
icon, which has an indirect band gap with the
conduction-band minimum at k=0.85 (all k vectors are
units of 27/ A, where A4 is the lattice constant), there are
several different regions where the integrand is non-
negligible. For h-h-e recombination there are six regions,
in which k; and k, are holes near the center of the Bril-
louin Zone and k, is in the valley near one of the six
conduction-band minima. Because all six regions are
equivalent, the calculation for h-h-e recombination need
be done for only one of the regions, and multiplied by 6.
The situation for e-e-h recombination is more complicat-
ed; here there are three inequivalent types of regions. In
the first type, k; and k, are the same conduction-band
valley [for example k,=k,=(0.85,0,0)]. There are six
regions of this type. In the second type, k; and k, are in
orthogonal valleys [k,=(0.85,0,0) and k,=(0,0.85,0)].
There are 12 regions of this type. In the third type, of
which there are three regions, k, and k, are in opposite
valleys [k,;=(0.85,0,0) and k,=(—0.85,0,0)]. The con-
tributions to the Auger rate from the first two types of re-
gions are about the same size. The contribution from the
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third type of region is 2 orders of magnitude smaller than
that of either of the first two, and is not included in any
of the results presented here.

To produce the mesh for the k-space integration, a
three-dimensional cubic mesh is generated for each of k,,
k,, k;,, and k,. The side of each cube has length Ak.
The pseudopotential energies for the appropriate bands
(three valence bands for holes, one conduction band for
electrons) are evaluated at each grid point of the four
meshes. The Cartesian product of these four meshes pro-
duces a twelve-dimensional mesh of the form
(k;,k,,ky,k,). Applying momentum conservation to fix
k, reduces the mesh to nine dimensions
(k;,ky, ky, k;+k,—ky). The grid points form the ver-
tices of a collection of 9 cubes in k space. The set of 9
cubes that intersect the energy-conservation surface
(E,+E,=E—E,) define a mesh over the surface. To
determine whether a cube intersects the energy-
conservation surface, E,+E,—E; —E, is evaluated at
the 512 vertices of each 9 cube; if this quantity crosses
zero between any two vertices, then the cube is placed on
a list of cubes that make up the final integration mesh.
Next, we construct the wave functions that are needed
for the evaluation of the matrix elements. The list of
cubes that intersect the energy-conservation surface is
used to find the grid points at which the wave functions
are required. First, we shift the grids by Ak /2 in each di-
mension, so that the grid points now lie at the center of
the cubes, rather than at the vertices. The pseudopoten-
tial wave function of a point in the k, grid is evaluated if
that value of k, occurs as the first component of the coor-
dinates (k;,k,, k., k,) of the center of one of the 9 cubes
on the list. The same is done for k,, k;,, and k,.. Next
the matrix elements are calculated at the center of each
cube using Eq. (8) and the wave functions. The pseudo-
potential energies are used to evaluate the Fermi (or
Boltzmann) functions. The advantage of using a cubic
mesh is clear. The number of points in each dimension of
the mesh is proportional to N=1/Ak. The number of
cubes in the grid over the energy conservation surface (
and thus the number of points at which the Auger matrix
element need be calculated) is of order N®: the number of
points in each of the grids over k,, k,, k;,, and k,, is pro-
portional to N3. Thus the total number of wave func-
tions evaluated is about 4N 3, which is much smaller than
the N® matrix elements that they determine. In a typical
calculation, we used fewer than 1000 wave functions to
calculate 300 000 matrix elements.

We performed careful convergence tests on all of the
numerical cutoffs in our calculations. Each parameter
was tested separately (with all other parameters held con-
stant), and the tests were performed for all of the calcula-
tions (both e-e-h and h-h-e recombination and at all tem-
peratures). We achieved convergence to within 1% in
nearly all cases. (For some low temperature h-h-e results
only 10% convergence was achieved.) Convergence tests
were performed for the following numerical parameters:
the number of plane waves used in the energy-band calcu-
lation; the number of reciprocal-lattice vectors used in
the matrix-element sums; the size of the k-space mesh
(Ak) used in the integration; the energy cutoff (E ).
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FIG. 3. (a) Convergence of the e-e-h Auger lifetime when the
mesh size (Ak) is changed with all other parameters held con-
stant. (b) Convergence of the e-e-h Auger lifetime when the en-
ergy cutoff (E,,, ) is changed with all other parameters held con-
stant.

Two of the convergence curves (for Ak and E_,) are
shown in Fig. 3.

RESULTS AND DISCUSSION

We compare our results (Fig. 4) with the experimental
lifetimes of Dziewior and Schmid,” who measured the
minority-carrier lifetimes in heavily doped n-type and p-
type silicon. We chose this experiment for comparison,
because it gives the simplest and most direct measure-
ment of the Auger lifetimes. The authors also give
separate lifetimes for both e-e-h and h-h-e AR, over a
broad temperature range. (They also measure the Auger
rate at T =4 K, but we did not extend our calculations to
such low temperatures.) A more complex experiment by
Svantesson and Nilsson® produced very similar results for
highly excited intrinsic silicon.

The differences between our results for e-e-h and h-h-e
AR are striking. For e-e-h recombination, the theoretical
and experimental lifetimes are in very good agreement at
both high and low temperatures. For h-h-e recombina-
tion, in contrast, the theoretical lifetimes are an order of
magnitude slower than the experimental values, at best.
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FIG. 4. Experimental and theoretical Auger lifetimes. Ex-
perimental results of Dziewior and Schmid (Ref. 7) indicated by
circles (T=77 K), and X’s (T'=300 K). Theoretical results in-
dicated by dashed (7'=77 K) and solid lines (7'=300 K). For
comparison, the theoretical results of Hill and Landsberg (Ref.
6) (for n-type Si) are indicated by a dotted line (7=300 K).

The temperature dependence of the theoretical rates
differs as well. While the e-e-h rates are nearly tempera-
ture independent, the h-h-e rates increase rapidly with
temperature. The experimental rates show a very weak
temperature dependence for both e-e-h and h-h-e AR.
Our pure AR results account for the observed lifetimes in
n-type silicon but not in p-type silicon.

These results are consistent with the assertion of
Huldt® that pure e-e-h Auger transitions are much more
probable than pure h-h-e transitions. Huldt’s theoretical
e-e-h rate is, however, an order of magnitude smaller than
experiment. Later calculations by Hill and Landsberg®
produced similar results. The authors cautioned, howev-
er, that because of the uncertainties in the calculations,
their rates were not definitive. These theoretical results
led to the conclusion that phonon-assisted Auger recom-
bination dominates in both n-type and p-type silicon.
The weak temperature dependence of the Auger lifetimes
was cited as additional evidence of the role of phonon-
assisted processes; Haug® found that this temperature
dependence could be fitted by phonon-assisted mecha-
nism (where the temperature enters through the statisti-
cal probability of phonon emission), but not by a pure
AR mechanism (where the temperature enters through
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the occupation probabilities of the electrons; see below).
When Lochmann and Haug!' calculated the phonon-
assisted Auger rate for both e-e-h and h-h-e transitions,
they obtained good agreement for h-h-e AR, but their re-
sults for e-e-h recombination were still four times smaller
than the experimental values. The point we wish to em-
phasize here is that the assertion that pure AR is not im-
portant in silicon rests entirely on the results of prior
theory. But our work shows that, in an accurate theory,
both the magnitude and the temperature dependence of
the pure e-e-h rate agree very well with experiment. We
now reopen the question of which recombination mecha-
nism dominates in silicon, pure or phonon-assisted AR?
In prior theory the phonon-assisted rates are faster, but
both the pure and phonon-assisted calculations used ap-
proximations that we have already demonstrated to be in-
valid. Besides, the theoretical values for the pure and
phonon-assisted mechanisms were obtained using
different approximations. In particular, the phonon-
assisted Auger recombination rate calculation'! does not
include dielectric screening (e =1), while the pure Auger
rate calculations®® use static dielectric screening (e=12).
Because the Auger rate depends on € 2, using the same €
in both theories would give a pure Auger rate an order of
magnitude larger than the phonon-assisted rate. To our
knowledge, no one has calculated both pure and phonon-
assisted AR rates using consistent approximations.
Ideally, we should answer this question by calculating the
phonon-assisted AR rates in silicon to the same degree of
accuracy as our pure AR calculation, but accurate
phonon-assisted rates, which involve an additional in-
tegration over phonon momenta, are beyond the limits of
present computational capabilities. Instead we present a
physical argument to explain why pure AR should dom-
inate in n-type silicon, and phonon-assisted AR in p-type
silicon.

The key to understanding the differences between e-e-h
and h-h-e AR and the relation of pure AR to phonon-
assisted AR lies in the concept of recombination thresh-
olds. The thresholds are a consequence of the energy-
and momentum-conservation conditions that must be
satisfied by the initial and final electronic states. As men-
tioned above, these conditions determine an eight-
dimensional surface in k space, and Auger transitions can
occur only for configurations that lie on this surface. The
largest contributions to the Auger rate are those for
which k;, k,, and K are nearest to their respective band
edges: otherwise, the statistical function
SENf(E)[1—f(E;)] will be vanishingly small.
fENf(E,))[(1—f(E, )] obtains its maximum value for
the configuration that has k,, k,, and k; at the band
edges, but the energy-conservation surface need not con-
tain this configuration. The recombination threshold is
the configuration on the energy conservation surface that
has the maximum value of f(E,)f(E,)[1—f(E;)]. Us-
ing Boltzmann statistics for f (E), we have

FENFEN1—f(E,)]

o T E1 B~ Ey—E ) HE, —E VKT
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for e-e-h AR, and

np?  E,~E +(E,—E )~ E.—E /KT

= e
N.N?

for h-h-e AR. (Note that the statistical functions intro-
duce, besides the explicit exponential dependence, a
T ~°/? dependence through the presence of N, and N,.)
In either case, f(E)f(E,)[1— f(E, )] is proportional to
expl—E,,/kT). (E,, is defined in the previous sec-
tion.) Thus, when Boltzmann statistics is applicable, the
threshold configuration is simply the configuration that
has the minimum value of E_ .. We call this
configuration the Boltzmann threshold configuration.
The threshold energy, Erp;, is defined as this minimum
value of E [Er,=Egn(ky,), where kpy, is the thresh-
old configuration]. When Fermi-Dirac statistics applies,
SfE)f(Ey)[1—f(E;)] will not, in general, achieve its
maximum value at the minimum value of E,,. Here the
threshold configuration will depend on the carrier con-
centrations, and a threshold energy cannot be defined.
Nonetheless, if the carriers are not strongly degenerate,
the difference between the two configurations will be
small. We will assume that this condition holds, and will
use the Boltzmann threshold configuration in our discus-
sions. (This approximation does not enter our calcula-
tions, where we use Fermi-Dirac statistics and calculate
the Auger rates without direct reference to the thresh-
old.)

Because the total Auger rate is very sensitive to the
value of Erq,, the relative importance of pure and
phonon-assisted AR depends on the difference in thresh-
olds between the two processes. Huldt® estimated that
for e-e-h recombination in silicon 0= Ep;, <52 meV, but
that the h-h-e recombination threshold was so large that
phonon-assisted recombination was likely to dominate.
In the work of both Huldt and of Hill and Landsberg,® a
threshold of zero was used for calculation of the pure e-
e-h rate. If the threshold is in fact zero, it is unlikely that
phonon-assisted recombination, a second-order process,
dominates over pure e-e-h recombination, a first-order
process. Although accurate thresholds are crucial to
determining the dominant mechanism, there are no other
theoretical investigations of the threshold for pure AR in
silicon. We have evaluated Eq;, for both e-e-h and h-h-e
recombination as the minimum value of E  for all of
the transitions included in our calculations. We find
thresholds of 8 meV for e-e-h AR and 76 meV for h-h-e
AR. Inspection of the band structure of silicon confirms
that is easy to find e-e-h transitions near the band edge
[Fig. 5(a)] but not h-h-e transitions [Fig. 5(b)]. (The
figures show Auger transitions in which the k vectors are
all restricted to a single dimension. In our evaluation of
E 1, we have included k vectors in all dimensions.) These
thresholds explain why the theoretical e-e-h rate is far
larger than the h-h-e rate, and why the theoretical h-h-e
rates have a much stronger temperature dependence than
the e-e-h rates. We can also understand why phonon-
assisted AR dominates in p-type silicon, and pure AR in

b

FIG. 5. (a) A possible e-e-h transition for silicon. (The top
three valence bands and the one lowest conduction band are
shown in the (100) direction, using a repeated zone scheme.
The apparent cusp in the conduction band is caused by a band
crossing at the X point.) (b) A possible h-h-e Auger transition.

n-type silicon. For h-h-e AR, where the pure Auger
mechanism has a high threshold, a phonon-assisted pro-
cess, even though it is second order, can compete by re-
ducing the threshold. For e-e-h AR, where the pure AR
threshold is already very low, there is no advantage for
phonon-assisted recombination.

One experiment was conducted to test which type of
AR dominates in n-type silicon. It was claimed that the
results demonstrate that phonon-assisted AR dominates;
in fact, the results are inconclusive. Abakumov and Yas-
sievich®* examined theoretically the effect of uniaxial
stress on the AR rate in silicon. If unaxial stress is ap-
plied along one of the (100) axes of the crystal, the two
conduction-band minima along the stressed axis will be
lowered with respect to the four other conduction-band
minima. As a result, conduction electrons move from the
other valleys to the two valleys that lie along the stressed
axis. If enough pressure is applied, these two valleys will
eventually contain all of the conduction electrons in the
crystal, tripling their population. Abakumov and Yassie-
vich assume that pure Auger transitions can occur only
between electrons in the same conduction-band valley.
With this assumption they conclude that the application



5184

of uniaxial pressure should triple the pure Auger rate.
Subsequently, Grekhov and Delimova®® measured the ex-
perimental pressure dependence of the AR rate in silicon
at room temperature. They found the recombination rate
to be independent of applied pressure, even when the
pressure-induced difference in the conduction-band mini-
ma was 40 meV. They concluded that the observed
recombination is phonon assisted. (The authors claim
that the phonon-assisted transition rate is not affected by
uniaxial stress.) The crucial point in this analysis is the
assumption that pure AR can only occur between elec-
trons in the same conduction-band valley. Our calcula-
tions disprove this assumption; at room temperature the
largest contribution to the pure Auger rate comes from
the transitions involving electrons in the orthogonal val-
leys. We have repeated the analysis of Abakumov and
Yassievich using the two components of C, (for electrons
in the same and in orthogonal valleys) from our calcula-
tion in place of the single Auger coefficient (for electrons
in the same valley) used by Abakumov and Yassievich.
We find that—even in the case when all of the electrons
are transferred to the two preferred valleys—the rate of
pure AR is increased by only 25%, which is within the
range of experimental uncertainty. In addition, the
pressure-induced change in the band structure has an un-
known effect on the pure Auger rate, and may well offset
the increase caused by the redistribution of the electrons.
Also, it has not been demonstrated that the phonon-
assisted Auger is independent of applied pressure. We
maintain that, because of these arguments, the results of
this experiment are inconclusive.

One further point to be explained is the behavior of the
Auger coefficients at lower carrier concentrations. The
experimental signature of AR is the carrier dependence
of the Auger lifetimes, 7'71=C,,n2 for e-e-h AR, or Cpp2
for h-h-e AR. For heavily doped n-type Si, the Auger
coefficient, C, is constant at 2.7 X 1073 cm®sec ™! when
n is above 5X10'"® cm ™3, but jumps suddenly to about
2X107%° cm®sec ™! when 7 is below this value.**~*® The
behavior of C, is similar. (According to Yablonovitch
and Gmitter,38pthe carrier dependence of the e-e-h Auger
rate is best described by an n!'® law, which has been ex-
plained either by equilibrium population effects,*® or by a
combination of band-to-band and trap-Auger recombina-
tion.*®) Our calculations for n-type Si correctly predict
the high-density Auger rates, but not the sudden increase
of C, below 5X10"® cm ™3, The dramatic change in the
Auger coefficient is hard to explain. One possible ex-
planation is that degeneracy reduces the Auger rate at
high carrier concentrations. But the effects of degeneracy
should be minimal at n=5X10" ¢cm ™ and should be
more noticeable in the n=10" cm ™3 to 10° cm 3 range,
where, in fact C, is constant. Our calculations show that
Fermi-Dirac statistics causes only a minor change in C,
even at n=10% cm 3, and that it increases the recom-
bination rate. Another possible explanation is that the
effects of heavy doping on the band structure diminish
the rate of AR. This can be ruled out because experimen-
tal measurements of C, produce the same results in high-
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ly excited intrinsic silicon® as in heavily doped material.’

A more likely explanation of the experimental results is
that the Auger rate is not reduced when n is large, but
enhanced when n is small. The enhancement of the
recombination rate can come from two sources: exciton-
ic AR and AR through electrons in shallow levels. In ei-
ther case the enhancement would end when the material
undergoes a phase transition (caused by increased carrier
screening). The abrupt nature of the change suggests
that a phase transition is in fact present; the effects of de-
generacy, band-structure shifts, and the like, should pro-
duce a gradual change that becomes more marked as n
increases. Excitonic Auger processes involving actual ex-
citons have been investigated theoretically by Hang-
leiter,'*!7 and Auger transition enhancement by
electron-hole plasma interactions by Takeshima.'> The
increase in the Auger rate predicted by either of these pa-
pers is enough to account for the observed change in C,.
The excitonic Auger mechanism would be suppressed at
higher carrier concentrations, where electron screening
would be large enough to nullify the electron-hole attrac-
tion. The other possible source of enhancement is AR
through donor electrons in shallow levels (or holes in ac-
ceptor states for h-h-e recombination). These electrons
have localized wave functions that are spread over a
much larger region of k space than the thermal distribu-
tion of conduction-band electrons. Bound electron AR,
in combination with pure AR, would dominate below the
metal-insulator transition, where there are bound-
electron states available. Above the metal-insulator tran-
sition these bound states disappear and only pure Auger
transitions can occur. Indeed, the change in the Auger
coefficient occurs almost exactly at the metal-insulator
transition in both n-type and p-type silicon.

In summary, we have presented an accurate method of
calculating pure Auger recombination rates in semicon-
ductors. Applying this method to silicon produces very
good agreement with the experimental lifetimes in n-type
material. We conclude that pure AR dominates in n-type
silicon and phonon-assisted recombination dominates in
p-type silicon. Our calculations also show that many of
the approximations that have become standard in Auger
theory are unreliable. We address the question of the
sudden increase in the Auger coefficients below
n=5X10" cm™?, and suggest that it is caused by either
excitonic or bound-electron AR.
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