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%'e present a formally exact solution of the multiple-scattering-theory (MST) equations for the
case of semi-infinite and coherent doubly semi-infinite materials. For the case of semi-infinite ma-

terials (surfaces), we also present an alternative approach based upon the embedded-cluster method,
which can be numerically as accurate as the exact method but is computationally easier to imple-

ment. The methods presented here satisfy the correct boundary conditions associated with semi-

infinite materials and thus constitute a proper generalization of the Green-function formalism as ap-

plied to bulk systems, to the treatment of surfaces and interfaces. Specifically, the lack of transla-

tional invariance in directions perpendicular to the surface or interface is handled through the solu-

tion of a self-consistent equation for the scattering matrix, describing exactly the interaction of any
chosen plane near the surface or interface with the rest of the material. The formalism is free of the
introduction of extraneous conditions such as the artificial truncation of the free-particle propaga-
tor or the range of electron hopping elements, or the use of a complex potential. Furthermore, be-

ing based on a first-principles, MST Green-function method, the formalism is applicable to the
treatment of a large number of physically important problems such as surface and/or interface re-

gions formed by pure materials or concentrated alloys, the study of impurities of diverse kinds near
such a region, and many others. Results for one-dimensional model systems as well as realistic
three-dimensional materials are presented. The advantages, convergence properties, and restric-
tions of the formalisms are discussed and further work, currently in progress, is commented upon.

I. INTRODUCTION

The proper treatment of the electronic structure near
extended defects such as surface and interface regions is
an indispensible requirement in the study of many tech-
nologically important properties of materials. Chem-
isorption, catalysis, resistance to corrosion, embrittle-
ment, and semiconductor and device physics are only a
few of the fields of interest in which the specific proper-
ties of surfaces and interfaces, grain boundaries in partic-
ular, figure in a significant way. Consequently a great
number' of attempts have been made in devising
methods appropriate to the study of electrons in semi-
infinite solids.

These attempts can be broadly classified according to
the form of the Hamiltonian chosen and the approach
followed in treating the lack of translational invariance in
directions perpendicular to the surface or the interface.
Many studies' are based on a tight-binding (TB) or
more generally on a linear combination of atomic orbitals
or a linear combination of muffin-tin orbitals description

of the Hamiltonian. The finite range of the electron
transfer-matrix elements (hopping terms) within a TB
framework allows an approximate but computationally
efficient and transparent treatment of the electronic
structure of surfaces and interfaces within a number of
different techniques. Thus, Green-function, ' transfer-
matrix, and continued-fraction methods '" have been
used.

The slab approach has been used' extensively in
surface calculations, with the thickness of the slab being
taken large enough to minimize interference effects be-
tween the two "free" surfaces. The supercell approach
has primarily been adopted in studies of interfaces. More
accurate treatments of surface electronic structure than
those afforded by a TB formalism can in principle be ob-
tained through the use of pseudopotential theory
and of ab initio methods ' based on realistic poten-
tials of the muffin-tin (MT) or more general forms. Again
a variety of techniques such as wave-function match-
ing, Green-function matching, ' and variational
methods can be employed to calculate quantities of
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physical interest such as reAectivities in low-energy elec-
tron diffraction (LEED) experiments. A quite precise
treatment of the surface or interface charge distribution,
which has been found to be very accurate in the case of
metallic systems is provided by the full potential linear-
ized augmented plane-wave method. ' However, this
method can only be employed in the presence of full
translational invariance and thus can only be used in con-
junction with the slab approximation to the semi-infinite
solid; hence, it appears to be incapable of treating proper-
ly problems of an embedding type, e.g. , dilute impurities,
substitutional or interstitial, near surfaces or interfaces,
or in bulk systems.

Perhaps the best known and most commonly used
method for the theoretical study of surface electronic
structure and particularly the analysis of LEED spectra
is the layer Korringa-Kohn-Restoker approach
(LKKR), in connection with the technique of layer dou-
bling. This method is based on the theory of multiple
scattering of electrons in a field of MT potentials, but the
extension to potentials of a more general shape appears to
be possible, ' and is currently under rather intensive
study. Multiple-scattering theory (MST) was originally
formulated for the case of bulk solids by Korringa and
by Kohn and Rostoker (KKR) and was further
developed by other authors. ' The application to the
calculation of LEED I/V curves within the LKKR
method is clearly set forth in the book by Pendry, while
the extension to self-consistent total-energy calculations
for surfaces and interfaces is contained in subsequent
work

The method to be presented in this paper provides an
alternative solution to layer doubling for the calculation
of the scattering (transition) matrix for a semi-infinite
solid. The main differences between the two formalisms
is the replacement of the plane-wave expansions of the
interplanar propagator in conventional layer doubling
methods with expansions in spherical waves, and the re-
placement of the layer doubling process itself with its nu-
merically monitored convergence by a self-consistent
equation for determining the scattering matrix of a half
space. As is shown in this paper, our method can yield
the exact band structure for any semi-infinite or doubly
semi-infinite set of nonoverlapping real cell potentials in
the limit L ~~, where L is a composite angular momen-
tum index, L =(t,p). In fact, numerical calculations in-
dicate that convergence is reached at quite low values of
L, of the order of 2 or 3 in the case of transition metals.
In its present form, the theory is restricted to coherent in-
terfaces, i.e., planar interfaces formed by materials based
on the same crystal structure. Work currently in pro-
gress is aimed at removing this restriction. Even in its
present restricted form, the method allows the calcula-
tion of the Green function for a variety of physically im-
portant systems such as adsorbed or absorbed atoms near
surfaces, substitutional and/or interstitial impurities near
surface and (coherent) interface regions, and twist and tilt
grain boundaries, to name a few. Thus, formally it solves
exactly the mathematical problem of electron scattering
associated with semi-infinite systems or, in the case of
coherent interfaces, or doubly semi-infinite materials,

formed by the repetition in either direction perpendicular
to the surface or interface of a plane or a stack of planes.

In addition to the exact method, we also present a
highly accurate scheme which for the case of semi-infinite
solid surfaces yields results identical to those of the exact
formalism, while being much simpler computationally.
Both techniques are presented in the body of the paper
and are illustrated with the results of calculations.

For the sake of simplicity of exposition we shall
present our method for the case of monatomic lattices
characterized by nonoverlapping MT potentials. The lift-
ing of the MT approximation is currently under study by
ourselves ' and by other investigators. ' Also, in the
first presentation of the formalism we shall neglect some
physically important effects such as lattice andlor poten-
tial relaxation near a surface or interface. It may become
apparent from the present formalism how some of these
effects can be treated. We do, however, present results
based on the self-consistent determination of the spin-
polarized charge densities of a (111)tilt grain boundary in
Fe. The capability to calculate total energies is presently
being developed.

The remainder of the paper takes the following form:
Section II contains the basic formal ingredients upon
which our method rests, including expressions for the
multiple-scattering Green function, the scattering-path
operator, and certain useful expansion properties of the
free-particle propagator. The concepts of semi-infinite
periodicity and of removal invariance are presented in
Sec. III, while the formalism itself is given in Sec. IV.
Section V contains a description of the treatment of sur-
faces and certain classes of interfaces within the embed-
ded cluster method, and Sec. VI contains the results of
numerical applications of the method to both model and
realistic systems, along with a comparison with the re-
sults obtained using other methods. A final discussion of
this work is then given in Sec. VI.

II. BASIC FORMALISM

In this section we present a number of basic concepts
and establish a notation that will be used in our subse-
quent development. We begin with the MST equation of
motion for the on-the-energy-shell scattering matrix, or
scattering-path operator for a collection of nonoverlap-
ping MT potentials. This equation, which for the form of
potentials chosen describes exactly the scattering proper-
ties of any collection of MT scatterers is the unifying
feature in the treatment of finite clusters of scattering po-
tentials, semi-infinite solids and bulk materials. Then, we
present certain expansion properties of the free-particle
propagator, which, in the next section, are used to de-
scribe the consistency condition for the scattering matrix
of a semi-infinite solid.

A. The Green function and scattering matrix

The Green function for a collection of MT potentials
(not necessarily spherically symmetric) is given by the
expression,



3800 A. GONIS, X.-G. ZHANG, J. M. MacLAREN, AND S. CRAMPIN

6'j(r, r'}= g ZL(r)r]L.Zi (
—r') —Q Zt (r)SL(r')6,,

L, L' L

(2.1)

where r(r') are vectors in cells i (j), and in the last term
of this equation ~r'~ is chosen to be larger than ~r~. The
function Zt (r) is the regular solution of the Schrodinger
equation for the ith MT potential, which on the surface
of the MT sphere joins smoothly to the function

ZL(r'}=+ JL (r')mt L ikH—L(r') .
L'

(2.2)

The symbol SJ (r) denotes that irregular solution for the
potential in cell (MT) i, which on the surface of the MT
sphere joins smoothly to Jt (r). In Eq. (2.2), mLt, is the
inverse of the scattering matrix for cell i, m'=(t') ', in
an angular momentum representation, while JL(r) and

Ht (r) denote the functions

JL(r}=j&(kr)YL(r) and HL(r) =h&+(kr) YL(r), (2.3)

6"(r,r') = (Z'(r) ~r"~Z'( —r') ) —(Z'(r) ~S'(r') )5;,

where jt(kr) and h&+(kr) are the spherical Bessel and
outgoing Hankel functions, respectively, and YL(r) is a
spherical harmonic or a linear combination of spherical
harmonics which can be chosen to be real. As usual,
k =&E, where E is a (generally complex) energy parame-
ter. For a real energy, the site-diagonal part of G(r, r'),
the second term in Eq. (2.1), can be made real and thus
does not contribute to the charge density.

Our subsequent manipulations will be considerably
simplified through the use of a vector-matrix notation in
angular momentum space. In this notation symbols with
single angular-momentum indices are denoted as bra (or
ket) vectors, while matrices will be signified by under-
lines. A double underline will be used to denote a matrix
in a mixed-site angular-momentum representation. In
this notation, Eqs. (2.1) and (2.2) take the concise forms

rtJ(k ) =y e ~so a (2.5)

and

Here, the quantities 6,„=G(Rk —R; ) are the site-matrix
elements in an angular-mornenturn representation of the
free-particle propagator and are, therefore, the real-space
representatives of the familiar KKR structure constants.
(Explicit expressions for 6'~ can be found in the litera-
ture are also summarized in the next subsection. ) As will

be seen in the following exposition, certain expansion
properties of these coefficients are a major building block
of the formalism.

Equation (2.4) is exact as it stands and is applicable to
any system of MT potentials, including reduced-
symmetry systems. For materials characterized by full
three-dimensional periodicity, Eq. (2.4) can be solved by
means of lattice Fourier transforms yielding solutions of
the well-known KKR type. For systems with reduced
symmetry, such as surfaces and interfaces, Eq. (2.4) must
be treated by other means. In any case, once ~, and
hence 6(r, r'), have been determined, all single-particle
properties of the scattering assembly, e.g. , charge densi-
ties and densities of states, can be obtained through well-
known expressions.

In this paper we are concerned with the solution of Eq.
(2.4) in connection with planar surface and coherent in-
terface regions formed by pure elemental solids. These
systems are based on structures exhibiting two-
dimensional periodicity in which case the concept of lat-
tice Fourier transforms in two-dimensional reciprocal
space can be used to advantage. We consider a semi-
infinite solid as consisting of planes of atoms character-
ized by a scattering center, a, arranged on the points, R
of a two-dimensional lattice. In the case of one atom per
two-dimensional unit cell, we label atom i as (a,I ), which
denotes atom a in plane I. Upon introducing the lattice
Fourier transforms,

(2.1a)
6 (k)=g'e 6 (2.6)

with ~r'~ ) ~r~ and r (r') in cells i (j), and

(Z'(r)~=(J(r) m' ik( (Hr—)~ . (2.2a)

where the prime excludes n=O if I =J, and k is a vector
in the reciprocal lattice defined by the periodicity of a
surface (or interface), we can write,

Gik kj
1J

kWi

(2.4)

Clearly the use of these equations requires the
knowledge of the functions ~Z'(r) ) and of the site matrix
elements, ~'J, of the scattering-path operator. The former
can be found through the solution of the Schrodinger
equation for the (self-consistent) potential in cell i, which
can be accomplished by means of well-known procedures.
(We note that the self consistent determin-ation of the po-
tential in cell i requires only the knowledge of the site-
diagonal element, r".) These procedures also deterinine
the individual scattering matrices, ' for cell (MT) i,
which in our presentation will be treated as being known.
Given these scattering matrices it remains to determine
the scattering-path operator ~'j, whose matrix elements
satisfy the equation of motion:

r (k)=t (k)5tJ+t (k) g 6 (k)PJ(k) .
KWI

(2.7)

In the case of polyatomic two-dimensional unit cells, a
further index may be necessary in order to distinguish
inequivalent atoms. We note that the restriction in the
sum of Eq. (2.7) is consistent with the definition

m (k)=m —G (k), (2.8)

with m being the inverse of the scattering matrix charac-
terizing plane I, m =(t ) ', and 6 (k), the intraplanar
free-particle propagator associated with plane I. These,
and the interplanar Green functions, G (k), can be eval-
uated using techniques presented by Kambe. As it
stands, the "one-dimensional" Eq. (2.7) provides a partic-
ularly convenient expression for the study of extended de-
fects with two-dimensional periodicity.
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B. Expansions of G'~

and

IJ(r+a)=g(a)IJ(r)) for all r and a

IH(r —a)) =g(a)IH(r)) for Irl & Ial

(2.9)

(2.10a)

or

IH (r —a) ) = (a) I J(r) ) for Ir ( lal . (2.10b)

The coefficients g(a) and C(a) are given explicitly by the
expressions

We begin by recalling the expansion properties of the
functions

I J(r) ) and IH(r) ) under a shift of the origin.
It can be readily be shown that

the "planar" scattering matrices defined in Eq. (2.8). As
such, it provides one of the simplest examples of a system
characterized by semi-infinite periodicity (SIP), which we
define in general as the periodic repetition of a basic
scattering unit, e.g. , a monolayer, along a given direction.
It is almost self evident that systems characterized by SIP
possess the following property of removal invariance,
namely, that the scattering properties of such systems
remain unchanged when a ftnite number of basic repeating
units is remoued from the free end of the system

The concepts of SIP and of removal invariance can be
used to formulate multiple-scattering theory entirely
within direct (real) rather than reciprocal space. In the
next section, they are used to derive a k-dependent form
of the equation satisfied by the scattering-path operator
of a semi-infinite periodic solid.

and

[g(a)]LL =4m. gi' ' C(LL'L")Jt (a) (2.11}
IV. THE SCATTERING-PATH OPERATOR
FOR A SEMI-INFINITE PERIODIC SOLID

[G(a))Lt =4' gi' '+' C(LL'L" }HL~ (a), (2.12)

and

G(R —a}=G(R)g(a)

=g(a)G(R) for IRI & lal . (2.14)

"fhe matrices g(a) are simply the angular-momentum
representation of the translation operator. It is interest-
ing to note that it is possible to expand G(R —a) in terms
of G(R) even when Ial & IRI. In this case we may con-
sider a stepwise process based upon the property that any
vector a can be written as a sum of n vectors a such that

I
R —g, a

I
& Ia +, I. This is always possible and leads

to the expansion

G(R —a)=g(a„)[g(a„,) g(az)[g(a, )G(R)]l,
where the brackets indicate that g(a~) and G(R) are mul-
tiplied first to produce G(R —a, ), then g(a2) is multiplied
with G(R —a, ) to produce G(R —a, —az), and so on. In
other words, this process allows one to obtain G(R —a)
by expanding around rather than through the pole of the
Green function at R=a. We denote this inherently con-
vergent multiplication process by the symbol 0, so that
we can write

G(R —a)=g(a)OG(R} for all R and a (2.15)

III. SEMI-INFINITE PERIODICITY
AND REMOVAL INVARIANCE

Equation (2.7) can be viewed as representing a semi-
infinite chain of scattering potentials, each represented by

with the latter quantity being proportional to the real-
space KKR structure constants, G(a)= ikC(a—) The.
symbols C(LL'L") denote the usual Gaunt numbers. It
follows easily from these equations that

g(a)g( —a)=g( —a)g (a)=1 (2. 13)

T=gg( Rot)r (T)g( RJo)
/. J

(4.1)

determining the scattering matrix T, and hence, r, for
the system under consideration. In the case being con-
sidered here, both T and r are k dependent, while
g(Rt~) is the k-independent element of the translation
operator in the angular-momentum representation, Eq.
(2.11), corresponding to the vector Rtj. The matrix
r (T) in Eq. (4.1) can be obtained as the inverse of the
matrix

m '(k)fitJ

M' = [T(k)]
—G (k)(1—5tJ )

I =JWNb+1

I=J=Nb+1- (4.2)

in which the k dependence of the various quantities is ex-
plicitly shown on the right-hand side. This equation ex-
hibits the self-consistent nature of Eq. (4.1), showing that
the inverse of r contains Tin the (Nb+1)th position.

It is a matter of some straightforward, although oc-
casionally tedious, algebra to show that Eq. (4. 1) can be
written in a number of formally equivalent forms. These
different forms, however, may exhibit considerably
different numerical behavior because of the truncations in

Let T denote the total scattering matrix of a semi-
infinite periodic arrangement of scattering units, expand-
ed about the center of the first unit, with each unit
characterized by the scattering matrix t':—t. Because of
the property of removal invariance of such a system, T
remains unchanged when an integral number Nb of basic
units is removed from the free end of the system. Thus, a
system consisting of Nb+ 1 cells with Nb basic units and
a renormalized cell with scattering matrix T at the
(Nb+1)th position must be describable by the same
scattering matrix T'. It is now possible to replace a sys-
tern consisting of an infinite number of scattering cells by
a cluster of a finite number of cells, with the cell at the
boundary site properly renormalized, or "dressed, " to
represent the material extending to infinity beyond the
cluster. This gives rise to the self-consistent equation
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0 e ~ ~ 0 0
0 1 0 ~ ~ 0 0

—]—G

0 0 0 ~ ~ 1 g(R0, )

the angular-momentum expansions in Eq. (4.1), which are
necessary in realistic three-dimensional calculations. A
particularly convenient form of the self-consistent equa-
tion can be obtained in terms of the scattering-path
operator ~ itself. In the spirit of the real-space multiple-
scattering theory (RS-MST) method, we represent the
scattering-path operator, corresponding to a semi-infinite

collection of scattering centers by an effective matrix ~,
corresponding to a finite number of scatterers with the
boundary sites renormalized so as to simulate the pres-
ence of the semi-infinite material. The self-consisting

equation for ~ takes the form

semi-infinite solids have been determined, the scattering-
path operator for the interface formed by these two ma-
terials, and which may contain a number of impurity lay-
ers, is obtained as the inverse of the multiple-scattering
matrix

IL

—GRL

GLI

m'

GRI

GRI

GIR

(
—R) —

1

(4.6)

where I' is the inverse of the scattering matrix describ-
ing the interfacial impurity layers. In the case of surface
calculations, the quantity r could represent the scatter-
ing off a surface barrier.

Once r (k) for a given plane and a given system has
been determined, the corresponding electronic densities
of states can be found from the expression [see Eq. (2.1a)]

1 0
0 1

0
p (k, E)= ——ImG (k, E)1

X

0 0 1

0 0 ' ' ' g(R~0)

(4.3)

where m is the inverse scattering matrix for the basic re-
peating unit, e.g. , a plane, and G(G') are matrices formed
from the interlayer structure constants between the layer
or layers represented by m and those represented by ~.
Explicitly, these quantities are given by the expressions

1= ——Im f d r(Z(r)~r (k)~Z( —r)) . (4.7)

An integral over the variable k confined to the first Bril-
louin zone (BZ) of the reciprocal lattice defined by the
structure of the surface or interface yields the density of
states in real space, p (E).

V. THE TREATMENT OF SURFACES
WITHIN THE EMBEDDED CLUSTER METHOD

G (G01 G02 GOn) (4.4a)

and

G'=

G10

G20
(4.4b)

Gno

where G are the k-dependent, interlayer structure con-
stants entering Eq. (2.7). It is a matter of some straight-
forward algebra to show that the multiple-scattering ex-
pansion of Eq. (4.3) gives an exact treatment of the
scattering off the (n + l)th plane away from the surface
where n is the number of site indices in ~. In numerical
implementations of Eq. (4.3), it is convenient to replace
G(R0, ) by the k-dependent effective translation operator

g(R0))=[G "(k)) '[G '"+'(k)] (4.5)

with a similar construct for g(R,0). The advantage of
this replacement is the virtual elimination of convergence
difficulties that may be associated with the use of g and
the truncation of the angular-momentum expansions.
We note that the effect of Eq. (4.3) is to add a bare layer,
represented by rn, to the free end of a system with SIP,
while "folding" the boundary site onto the one preceding
it [note the structure of the bottom right-hand corners of
the matrices that include the g's and compare with Eq.
(4.1)]. We refer to this form of the self-consistent equa-
tion as the "folding mode. "

Once the scattering-path operators, v. and ~, for two

The formalism presented in the last two sections is ex-
act, yielding the proper scattering matrix associated with
ideal semi-infinite periodic solids. At the same time, ob-
taining the solution of the self-consistent Eq. (4.6) may be
computationally tedious.

Although the general formalism may be necessary in
the study of general physical problems, a large number of
important and interesting questions may be addressed
within a conceptually and computationally simpler
methodology. For example, the study of the electronic
structure of surfaces can be considerably simplified if the
vacuum potential barrier (work function) is taken into ac-
count. The simplifications result because of the inability
of the electrons in the material to penetrate too deeply
into the vacuum. Also, the treatment of stacking faults
in an otherwise translationally invariant material can be
undertaken within a computationally simple approach.
In this section we propose a highly accurate and practic-
able method for the study of a certain class of two-
dimensional defects in a periodic system. This method is
based on the embedded cluster formalism, and will be
presented explicitly for the case of semi-infinite solids.
The formalism, however, will be applicable in an essen-
tially unchanged form to other types of defects, such as
stacking faults. The main advantage of this formalism is
that it obviates both the need for expansions in terms of
the g matrices and the necessity for solving a consistency
equation for T. Instead, the needed r are determined in
terms of quantities associated with the underlying bulk
periodic materials, which are much easier to calculate.
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At the same time, this method rests upon the evaluation
of one-dimensional integrals of quantities depending on
the k-dependent three-dimensional structure constants,
and care should be exercised in its application.

As a simple model of a real surface, we consider the
presence of a work function in the form of a potential
barrier confining the electrons to the material. The inter-
face formed by the constant vacuum barrier on one side
and the material on the other can certainly be treated
within the formalism of the previous sections. At the
same time a much simpler approach becomes evident.
Since electrons can hardly penetrate into the barrier, a
slab of vacuum a few layers thick may be sufficient to
separate the material into two semi-infinite parts, each
part possessing quite closely the properties of a truly
semi-infinite solid. With interference effects between op-
posite faces of the slab eliminated, or minimized, the
treatment of a slab of vacuum embedded in a material
satisfies the proper boundary conditions at infinity. As
our model calculations reveal, this treatment is essentially
exact for energies below the barrier with only a few vacu-
um layers, 3 —5, included in the slab.

Within the embedded-cluster method (ECM), one
defines the renormalized interactor 5 associated with a
cluster of sites, C, describing the interaction of these sites
with the surrounding medium. 6 can be obtained in
terms of the cluster t matrix and scattering-path opera-
tor,

b, =(t) ' —(r ) (5.1)

This expression can be readily applied to the one-
dimensional, k-dependent Eq. (2.7). In this case, we have

[[t (k)] ']tJ=[m —G (k)]5tJ

A. One-dimensional systems

An example of the cell potential used in this part of our
study is shown in Fig. 1. The upper frame in this figure

Vj

20

X0 X)

Vo

tials. One-dimensional systems are particularly con-
venient as a testing ground of the formalism presented in
this paper because the expansions in angular momentum
eigenstates include only two states, L =0 and 1, and can
be carried to convergence. Thus, the formalisms of the
previous sections can be implemented exactly in terms of
two-dimensional matrices. Clearly, no k dependence
arises in the treatment of one-dimensional materials
within the present formalism. For completeness of pre-
sentation we exhibit Figs. 1 and 2 which were originally
reported in Ref. 79.

The three-dimensional calculations presented clearly
indicate the rapid convergence that can be achieved
through the use of Eqs. (4.3) and (4.4). They also illus-

trate that this equation can be used to treat high Miller-
index surfaces and interfaces, such as stepped surfaces
characterized by small interplanar separations. Thus,
this method provides a viable and more flexible alterna-
tive to the layer doubling method, which can be used reli-

ably only for the study of low Miller-index surfaces.

and

—G (k)(1 —5tJ )I,JE C (5.2)

[r (k)]tJ = I r(kb )e dkz
Z Z

(5.3)

where m and G (k) are defined in Eqs. (2.8), the vectors
k are confined to the two-dimensional BZ, kb is a recipro-
cal lattice vector of the bulk solid, and the integration ex-
tends through the region 0, of the z component of kb.
The quantity r(kb ) denotes the scattering-path operator
of the bulk material. Using Eqs. (5.1)—(5.3) we can write
the scattering-path operator associated with a stack of
impurity planes, such as a vacuum slab, in the form

10—

(k)=Im (k) —m(k)+[r (k)] (5.4)

Planes adjacent to the vacuum slab can be incorporated
into the impurity cluster and studied through Eq. (5.4).
Finally, the real-space matrix elements ~ can be obtained
through the formalism of Sec. IV.

2 4 6 8 10

VI. NUMERICAL RESULTS

We have used the formalism of the preceding sections
to calculate surface and interface density-of-states (DOS)
curves for model one-dimensional systems and for three-
dimensional realistic materials described by MT poten-

FIG. 1. One-dimensional potential well with shoulders and
the associated band structure for two different choices of such
Potentials. Solid curve: Xp =0.4, Xi =0.5, Vp = —2.0,
Vl = 12.0' dashed curve: Xp =0.4 Xl =0.5 Vp = 6.0
Vl =2.0.
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FIG. 2. Local densities of states for one-dimensional infinite
and semi-infinite systems. The solid curve represents the DOS
for an infinite (bulk) arrangement of potentials of the kind ex-
hibited in Fig. 3 for the values X0=0.4, X& =0.5, Vo =2.0, and
V, =12.0. The dashed curve is the DOS at the surface site of a
semi-infinite arrangement of such potentials, and the dotted
curve represents the DOS at the 20th site beneath the surface of
a semi-infinite one-dimensional chain.
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depicts a one-dimensional cell potential, while the lower
frame shows the band structures associated with periodic,
linear arrays of such potentials for two different values of
the potential parameters, as specified in the caption.

The DOS associated with both infinite and semi-infinite
one-dimensional systems characterized by the cell poten-
tial shown in Fig. 1 are depicted in Fig. 2. The DOS for
an infinite (bulk) material is shown by the continuous
curve and clearly exhibits the gap present in the band
structure of the material, Fig. 1. The dashed curve in the
figure depicts the local DOS at the surface site of a semi-
infinite system. The DOS was calculated from the imagi-
nary part of the Green function at the surface site with
structural and potential reconstruction effects ignored
(ideal surface). As might be expected, the surface DOS
quite closely resembles that for free electrons, reflecting
the freedom of electrons to leak away into the vacuum,
V =0, region. The dotted curve in Fig. 2 shows the local
DOS at the 20th site below the surface. As is seen here,
the gap is fully reproduced, while the remainder of the
DOS twines around the bulk DOS in a manner charac-
teristic of one-dimensional systems. The oscillations can
be expected to die out much more rapidly with distance
away from the surface in realistic three-dimensional ma-
terials, particularly metals, where the coordination num-
ber is greater than for one-dimensional systems and
screening effects are much more prominent.

Interface DOS associated with two semi-infinite ma-
terials of the type depicted in Figs. 1 and 2 joined togeth-
er are shown in Fig. 3. In all cases, the potential parame-
ters characterizing the materials are given in the figure
captions. The continuous curves in the figure depict the
bulk DOS of the material referred to in connection with
Figs. 1 and 2, material 1, while the dashed curves corre-
spond to the bulk DOS for different choices of the poten-
tial characterizing material 2. The dotted curve is the

0.8
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I
II

I'

(I

II
I

I

II

I'

0.0
0.0 5.0 10.0 15.0

FIG. 3. Bulk and interface DOS for one-dimensional sys-
tems. In all panels, the solid curve represents the DOS for an
infinite arrangement of potentials of the kind exhibited in Fig. 3
for the choice Xo=0.4, Xl =0.5, Vo= —2.0, and Vi =12.0.
The dotted curve is the DOS on a site occupied by such a poten-
tial adjacent to an interface formed with a semi-infinite system
characterized by the choices Vo = —2.5, V, = 11.5 in (a),
Vp = 4.5 VI =9.5 in (b), and Vo = 6.0 V&

=2.0 in (c).

DOS associated with a cell of material 1 adjacent to the
interface. The potentials chosen for material 2 allow a
rather detailed study of the interface DOS as a function
of gap overlap. As is seen in this figure, the interface
DOS always vanishes in regions in which both bulk ma-
terials form a gap, and, as may be expected, reflects only
weakly the presence of the Van Hove singularities of the
infinite systems. The interface DOS shows no gap in the
case in which no common region exists in which both
bulk DOS vanish, Fig. 3(c).

We have checked the accuracy of our codes by using
them to calculate bulk DOS for one-dimensional systems,
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0.8
nance in the I. =1 channel. In this model the phase
shifts are assumed to be of the form

0.4—

0.0
10.0

7.5—
(b)

5.0—
C

2.5—

0.0
0.0 1.0 2.0 3.0 4.0 5.0

FIG. 4. Band structure, (a) and DOS (b) for an infinite one-
dimensional array of potentials described by parametrized
phase shifts, after Butler (Ref. 81).

which can be accomplished through the use of Eq. (4.6).
In all cases we found results identical, within numerical
accuracy, to those obtained through an application of the
KKR formalism, i.e., through the use of Fourier trans-
forrns.

In order to gain some insight into the properties of
realistic, three-dimensional materials by means of simple
one-dimensional model calculations, Butler ' introduced
a parametrized set of phase shifts, which exhibit a reso-

tan50=A, /&E, tan5, =I /(E E—0)+I /E .

Figure 4 is essentially identical to that exhibited by
Butler, and shows the band structure and corresponding
DOS for a particular choice of the parameters describing
the phase shifts. In our calculations we chose the same
parameters as Butler, " A. =2.0, ED=2.05, I =0.50 with
a11 energies in arbitrary units and also introduced a po-
tential barrier with respect to the vacuum in the form of
a potential step whose height, Vb, could be varied arbi-
trarily.

Figure 5 depicts the bulk DOS, in 5(a), the local DOS
on a site next to the interface with the vacuum barrier
Vb =5.0, calculated using the exact interface condition,
Eq. (3.8), in 5(b), and the DOS on the interface calculated
by inserting a cluster (slab) consisting of five vacuum lay-
ers, also in 5(b). It is to be emphasized that the last two
approaches yield identical results. This result justifies
both approaches, at least with respect to the systems un-
der study, and increases our confidence in both the exact
method, Eq. (3.8), and that based on the embedded clus-
ter approach. As is seen in this figure, the perturbation
caused by the presence of the vacuum barrier destroys
the Van Hove singularities and introduces a surface state
in the gap of the infinite system. This is to be compared
with the behavior of the DOS at a free surface, Vb=0,
shown by the dotted curve in Fig. 6. The solid curve in
Fig. 6 is the bulk DOS and is identical to that exhibited
by Butler, ' and also shown in Fig. 4.

Using this simple parametrized model, we examined
the behavior of the surface state in Fig. 5 with respect to
barrier height and with respect to distance from the inter-
face. The corresponding results are shown in Figs. 7 and
8, obtained using the numerically equivalent but compu-
tationally easier approach of embedding a vacuum slab in
the solid. As is seen in Fig. 7 increasing the height of the

5.0

(b)

2.5

0.0
1.0 2.0 3.0 4.0 2.0 3.0 4.0

FIG. 5. Bulk (a) and interface densities of states (b) and (c) for the one-dimensional parametrized model. DOS in (b) were calculat-
ed using the exact formalism, whereas those in (c) were obtained using the ECM, both with a barrier height Vb =5.0.
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0.0

8.0

creases, the gap states lose weight and practically disap-
pear even at the second site below the surface. The local
DOS at the 20th site below the surface quite closely
resembles the bulk DOS, exhibiting the one-dimensional
oscillations we encountered in Fig. 2, and containing no
remnant of the states in the gap.

6.0

4.0

2.0

00
0.0 1.0 2.0 3.0 4.0 5.0

FIG. 6. Bulk (solid curve) and free surface (dotted curve)
DOS for the one-dimensional parametrized model obtained us-

ing the exact formalism of Sec. III.

vacuum step causes all states, including the surface
states, to recede to higher energies. The movement of the
band states towards higher energies manifests itself in a
drop in the DOS near the gap. This behavior can be ex-
pected, since only states with relatively high energy could
possess appreciable amplitude near a positive potential
barrier.

The localized nature of the surface states is clearly il-
lustrated in Fig. 8. As the distance from the surface in-

B. Three-dimensional systems

An isolated X3 (111) tilt grain boundary in Fe has been
studied using the techniques discussed above. The
boundary is formed by joining two semi-infinite stacks of
(111)planes together and the resulting structure is shown
in Fig. 9. The calculations are based on fully self-
consistent spin-polarized charges, obtained by allowing
the potential to relax in the first five layers on either side
of the boundary plane, while keeping the potential in

planes deeper into the material equal to its bulk value.
Each self-consistent iteration took approximately 20 min
on a VAX 8600, and as with most magnetic systems
several hundred iterations were performed in order to as-
sure convergence.

The semi-infinite stacks of (111) planes used to embed
the interface region were represented by two renormal-
ized scattering matrices, i.e., r and g in Eq. (4.6), and
only partial waves up to I =2 were included in an angular
momentum expansion. The total charge density was
found by integrating the local density of states over ener-

gy, which was in turn obtained through integration over
two-dimensional (2D) Brillouin zone. The former was
evaluated by contour methods using eight points along
the contour, and the latter with six special k points. Fur-
ther details on the self-consistent solution for ~ and the
determination of the charge density can be found in the
literature.

The density of states for the majority and minority spin
bands are shown in Fig. 10, as a function of the layer
away from the interface plane. The DOS for bulk Fe is
also shown for comparison. As is seen in this figure, the
DOS of the majority band at the interface, labeled plane

5.0

(b) (cj

2.5—
c

0.0
1.0 2.0 3.0 4.0 1.0 2.0 3.0 4.0 1.0 2.0 3.0 4.0

FIG. 7. Behavior of surface state with increasing barrier height. Vb=5. 0 (a), Vb =10.0 (b), and VI, =100.0 (c) for the one-

dimensional parametrized model.



42 MULTIPLE-SCATTERING GREEN-FUNCTION METHOD FOR. . . 3807

5.0
(a) (b)

pp l LJJ
1,0 20 30 4 0 10 20 30 4.0 1.0

E
2.0 3.0

E
40 1.0 2.0 3.0 4.0

FIG. 8. Local DOS a fas a function of distance from the interface with a barrier of hei h

dimensional model. (a), (b), (c) and (d) d
wi a arriver o height Vt, =5.0, for the parametrized one-

from the interface.
, c, an epict, respectively, the DOS at the surface siite, and at the second, third, and 20th sites away

gb in the figure, exhibits significant localization, with d-

band narrowing resulting from the reduced atomic coor-
dination. The electronic structure is perturbed over
several layers away from the interface, although most
bulk features are recovered on the second layer, plane
—2, away from the interface.

In both majority and minority DOS, there are
significant perturbations mainly around the Fermi ener-

gy. As a consequence of a nearly full majority band on
the boundary layer there results a significantly enhanced
moment over the bulk value. The DOS profiles of this
boundary layer are in fact similar to those obtained in a
Fe monolayer, presumably because of the decreased
coordination around the interface layer.

These preliminary calculations on a realistic grain
boundary show that the approach presented in this paper
is both convergent and computationally efficient. The
fact that the method yields converged results in the case
of (111) Feo ~ e grain boundaries, in which the interplanar
separation is fairly small, ( (1 A) is an indication of the
applicability of this method to the study of high Miller-
index surfaces and interfaces. Further work presently
underway is aimed at the determination of the energetics
of grain boundaries, and the effect of impurities on the
magnetic and mechanical properties of interfaces.
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FIG. 9. Ato mic structure at a X3 tilt grain boundary in Fe.

FIG. 10. Densities of states per atom per eV for majority (a)
and minority (b) boundary layers, labeled gb, layer adjacent to
the boundary, labeled —1, and two layers away from the bound-
ary, labeled —2. The bulk DOS is also shown for comparison.
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VII. DISCUSSION AND CONCLUSIONS

In this paper we have introduced new formal methods,
based on multiple scattering theory, for the treatment of
the electronic structure of surfaces and coherent inter-
faces. We tested our methods numerically in connection
with model one-dimensional systems and demonstrated
their flexibility and accuracy as well as the similarities
and diA'erences between the various formal approaches.
We also presented fully charge self-consistent calcula-
tions for Fe, illustrating the practical applicability of our
approach. One of our methods provides an exact solu-
tion of the scattering equation with semi-infinite or
coherent doubly semi-infinite materials. The second
method is based on the treatment of a cluster embedded
in a given known medium. Although less generally appl-
icable than the exact method, it is much more efficient
from a computational point of view for the treatment of
surfaces. Although only pure, uncontaminated systems
were studied in the present application our methods can
be readily applied to substitutionally disordered alloys as
well.

Both our methods were presented in terms of MT po-
tentials but they can be readily generalized to more gen-
eral cases. Also, only the treatment of coherent inter-
faces were considered explicitly. As mentioned in the
body of the paper, the incoherent case can lead to either
an extremely difficult computational task associated with
supercell periodicity or to quasiperiodic behavior which
would be difficult to treat conceptually as well as numeri-
cally. The treatment of arbitrary crystal structures form-
ing an interface requires an entirely difFerent and more
general approach, which is currently being examined.

The methods presented here can be used to study a
number of physically important properties of materials,
including those associated with grain boundaries,
interdict'usion, surface reconstruction and many others.
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