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We present simulations of 2-eV femtosecond differential transmission experiments in GaAs. Elec-
tron and heavy-, light-, and split-off-hole dynamics are calculated by an ensemble Monte Carlo
method. To account for valence-band nonparabolicity and anisotropy, a 30-band k p method is

used to determine hole band structure, optical matrix elements, density of states, and Bloch overlap
factors. Using the distribution functions obtained from the Monte Carlo simulations, we calculate
the differentia transmission and compare directly with experimental spectra. We show that the in-

clusion of both collisional broadening during photoexcitation and holes is essential to reproduce ac-
curately the experimental results. We also discuss the effects of intervalley and carrier-carrier
scattering in these measurements.

I. INTRODUCTION

Laser spectroscopy is arguably the best method for
measuring carrier distribution functions in bulk GaAs.
Unlike a dc transport measurement, which integrates
over the entire distribution function, laser spectroscopy
can selectively probe the energy dependence of the carrier
density. Time-dependent laser spectroscopy has the addi-
tional advantage of studying the evolution of the distribu-
tions, and thus the carrier relaxation processes. Because
of recent advances in femtosecond laser spectroscopy,
particularly in tunable and continuum probe tech-
niques, ' distribution functions can be probed on the
same time scale on which carrier scattering occurs. By
studying these systems, detailed information about band
structure, nonequilibrium relaxation processes, and
scattering rates can be obtained.

Quantitative analysis of the data from 2-eV fem-
tosecond laser spectroscopy, however, is difficult. Non-
equilibrium carrier dynamics in GaAs is intricate because
of many scattering mechanisms, multiple conduction-
band minima, and three hole bands. Analysis of the non-
linear absorption is also demanding because it depends on
the band structure as well as the distribution functions.
These complications have led to apparently conAicting
conclusions between experiments.

Correctly and quantitatively interpreting femotosecond
spectroscopy in GaAs, however, is possible if the carrier
dynamics and nonlinear absorption are calculated accu-
rately. To do this, our method is to model electron and
hole relaxation simultaneously by an ensemble Monte
Carlo simulation. The time-dependent distribution func-
tions from the Monte Carlo simulation are then used to
evaluate the differential transmission. By directly match-
ing experimental'results over a large range of energies we
demonstrate the validity of our model and at the same
time obtain the most accurate interpretation of these ex-
periments to date.

From our calculations we arrive at several important
conclusions.

(i) The differential transmission cannot be assessed
without including holes in both the carrier dynamics and
nonlinear absorption calculations.

(ii) To get the correct correspondence to experiment,
collisional broadening must be included in the determina-
tion of non1inear absorption, otherwise the calculated ini-
tial transient transmission at the pump energy is too
large.

(iii) Our band-structure calculations show that the
effective-mass approximation for holes is invalid in these
simulations. Anisotropy and nonparabolicity are too
large over the range of energies which are considered to
assign a meaningful set of hole effective masses.

(iv) The width of the transient transmission peak for 2-
eV photoexcitation in GaAs is highly sensitive to inter-
valley scattering, and insensitive to electron-electron
scattering. The best fit with experimental results occurs
for the intervalley deformation potential constant given
by D& L =5X10 eV/cm.

In the next section we describe our approach to calcu-
lating the differential transmission. Since Monte Carlo
methods have been discussed thoroughly in the literature,
emphasis is placed on the calculations involving band
structure and nonlinear absorption. Results of the
simulated differential transmission spectra for
pump —continuum-probe and 2-eV pump-probe experi-
ments are presented in Sec. III. Conclusions are given in
Sec. IV.

II. CALCULATIONAL METHOD

There are two common procedures for analyzing re-
sults from 2-eV femtosecond laser spectroscopy in GaAs:
the extracted time-constant method, and solving the
Boltzmann transport equation to simulate the relaxation
of photoexcited carriers.
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In the extracted time-constant method the experimen-
tal differential transmission is fitted to the convolution of
a set of one-sided exponential time decays, with different
maximum heights, and the probe-pulse autocorrelation.
One to three decays, or time constants, are extracted
from the experimental data and directly attributed to a
set of plausible scattering mechanisms. This method is
based on the assumption that a standard multilevel sys-
tem response model' '" can be applied to GaAs to de-
scribe carrier relaxation. The extracted time-constant
method, however, oversimplifes the carrier dynamics and
provides misleading results when applied to 2-eV pho-
toexcitation in GaAs because of competing scattering
processes and nonisolated levels. Scattering mechanisms
that occur on the same time scale are indistinguishable in
the measurement, and carriers that relax out of initially
excited levels sometimes reenter those same or equivalent
levels. For these reasons and because scattering rates de-
pend on energy, the extracted time-constant method is
inadequate and misleading for explaining the data from
femtosecond laser spectroscopy experiments. '

The second conventional procedure for interpreting
high-energy femtosecond laser spectroscopy is to solve
the Boltzmann transport equation, either directly' ' or
using the Monte Carlo method. ' ' Comparisons to ex-
periments, if included at all, are in the form of estimating
time constants from the evolution of the distribution
function. Typically, only the photoexcited electrons are
modeled. This method used by itself has limited success
because of the weak connection to experimental results.
Although carrier dynamics are modeled in a sophisticat-
ed manner, nonlinear absorption effects are not treated
numerically and conclusions are necessarily qualitative.
That is, the joint density of states, optical matrix ele-
ments, time convolution, and energy integral of the probe
pulse, and summation over optical transitions are neglect-
ed in these treatments when a link to experiment is sug-
gested.

Our approach is to use an ensemble Monte Carlo
method to model both electron and hole dynamics, and,
in addition, to couple these simulations to calculations of
the nonlinear absorption. To account for the difficulties
of modeling holes, we use a k p method ' ' to calculate
the hole band structure, optical matrix elements, density
of states, and Bloch overlap factors. Our goal is to quan-
titatively interpret femtosecond laser spectroscopy exper-
iments. Thus the extracted time constant method is
avoided, and instead nonlinear absorption calculations
are compared directly with the experimental results.

To summarize our method of simulation, the band
structure and related variables, such as Bloch overlap
factors, are determined from the k p method. The non-
linear absorption is then calculated to determine initial
photoexcited electron-hole pair states generated by the
pump pulse. Carrier dynamics is then determined by an
ensemble Monte Carlo simulation. The final step is cal-
culating the differential transmission using the distribu-
tion functions from the completed Monte Carlo simula-
tion.

A. Band structure
The band structure governs the calculation of both the

absorption profile and carrier-scattenng rates. The opti-

cally connected region is determined by energetically al-
lowed optical transitions, and E(k) is needed in the cal-
culation of scattering rates and the final state after each
scattering event.

For electrons the effective-mass approximation is ap-
propriate and expeditious, so we use a three-valley ana-
lytic model for the conduction band. The I valley is
treated isotropically and includes nonparabolicity, i.e.,
E(1+aE)=A' k /2m *, where a is a nonparabolicity
constant (cf. Table I). The L and X valleys are treated as
ellipses.

For the range of energies under consideration, howev-
er, for the holes the effective-mass approximation is in-
valid. Anisotropy and nonparabolicity are too large.
Therefore, for the heavy-, light-, and split-off-hole bands
we diagonalize a full-zone 30 X 30 k p Hamiltonian fol-
lowing the procedure of Pollak et al. ' k p parameters
for 300-K GaAs are chosen to match the conduction-
band effective mass (rn,' =0.064mo), and the direct ener-

gy gapa between split-of and heavy-hole bands (ho=0. 34
eV) and between heavy-hole and conduction bands
(Eo =1.424 eV). ' Band-structure parameters used in

the Monte Carlo and nonlinear absorption calculations
are shown in Table I. The input parameters to the k p
program are shown in Table II.

The band structure between the main symmetry points

TABLE I. Band-structure values obtained from k p calcula-
tions compared with values reported in the literature (which are
labeled as "explicit" ). In these simulations we use explicit
values for the conduction band. Effective masses in the L and X
directions, denoted by (111) and (100), respectively, are in-

cluded to show the degree of anisotropy of the hole bands.

Parameter

Eo (eV)

60 (eV)

Erc (eV)

Erx (eV)
m
&{a) (eV

—l)

mtc
mic
mtx
m]y
(111)' ' m*
(IOO)"' m'
m *"'
mhh
(111)' ' m,*„

(IOO)"' m'
(111)"'m,*.
(IOO)"' m'

kp
1.421
0.339
0.31
0.45
0.067

1.07
0.37
0.68
0.076
0.088
0.172
0.171

Explicit

1.424 (Ref. 24)
0.340 (Ref. 23)
0.31 (Ref. 22)
0.49 (Ref. 22)
0.063 (Ref. 22)
0.64 (Ref. 22)
0.12 (Ref. 46)
1.47 (Ref. 46)
0.237 (Ref.46)
1.58 (Ref. 46)

'u is a I -valley nonparabolicity factor used in the dispersion re-
lation E(1+aE)=A k /2m*.
Iimk OIA'/8 E/Bk'I, defined for k along I to L

'lim„DID'/O'E/Bk'I, defined for k along I to X.
The scalar effective mass for an anisotropic valley is not clearly

defined. The value shown is given by (m &»1& )' (m ~*100& )
' to

represent weighting in the L and X directions.
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TABLE II. k-p input parameters used to get the k p values

shown in Table I. Nomenclature can be found in Pollak et al.
(Ref. 21). With the exceptions of I &, P, 5», and the matrix ele-

ments of V, the values remain close to those chosen by Pollak
et al. (Ref. 21). These particular values are changed to match
reported values of the conduction-band effective mass (m ), the
direct energy gap between split-off- and heavy-hole bands (50),
and the direct energy gap between heavy-hole and conduction
bands (Eo).

10

0

Parameter

I2l

I is
r",

I2s
r,"
I I

2i(r,'5 Iplr', . &
—=~

2i(r', 5 Iplr„) =—g
2i(I zq ~p~r„&=—R
2~(r,'5 lplr,",&=—~"
2i(r,", Iplr,'. ) =~
2i(r,", Iplr„& —=g'
2i(r,",.(p(r„, ) =R'
2i (r,", Iplr,",

&
=P"'

2i( I i IPI r» &
—= T

2~ «IIplr» & = T
~2s
~is
v;((r„~v-~r,', ))
v;((r,', ~

v- ~r,"))

v; (( rI,
J

v- [rl ) )

v;((r„(v-)r,",. &)

v;((r,",
f
v-)r", &)

v;((r,".
f

v-fr', ) )

GaAs

0.0658
0.232
0.571
0.771
1.25
1.35

—0.966
1.25
1.07
0.8049
0.1

0.1715
—0.752

1.4357
1.6231
1.2003
0.5323
0.0293
0.0265
0.1270

—0.2174
0.3344
0.1525

—0.4087
0.0
0.0050

L

Sc —5
bJ

—10

L A I' b X U, K Z I'

FIG. 1. Energy bands for GaAs obtained from the 30-band
k p method. The matrix elements for the Hamiltonian are
determined so that the band gap, spin-orbit splitting, and carrier
effective masses agree with experimental values.

(a)

5cu = 2.0 eV

C
LIJ

obtained with the k.p method are shown in Fig. 1. Be-
cause it is a perturbative method, the band structure from
the k.p calculation is most reliable at the zone center,
the only portion of the band structure needed in the
simulations. Another advantage is that the k p method
is faster than most band-structure calculation methods.

For 2-eV photoexcitation in GaAs, only the conduc-
tion band and heavy-, light-, and split-off-hole bands are
involved. The band structures for these four bands along
the A- and b, -symmetry lines are enlarged in Figs. 2(a)
and 2(b), respectively. Vertical arrows show the three-
electron optical transitions allowed for 2-eV photoexcita-
tion. The light-hole transition to the conduction band
occurs beyond the first inAection point away from the
center of the zone, showing it is wrong to use a simple
effective mass for the light holes. I ~L and I ~X inter-
valley scattering, two of the primary ways electrons are
removed from the optically connected region, are
represented by the horizontal arrows. The electrons ex-
cited from the split-off band do not have enough energy
to undergo intervalley scattering.

Figure 3 shows the heavy-hole band structure close to
the I valley in the k, =0 plane. Significant anisotropy is

(b) C

0)
C

LLJ

Fi~ = 20 eV

0

FIG. 2. The (top to bottom) conduction, heavy-hole, light-
hole, and split-off-hole bands for GaAs in the (a) I.- and (b) X-
point directions. 2-eV optical transitions and intervalley
scattering are represented by vertical and horizontal arrows, re-
spectively.
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2. Bloch overlap factors

Bloch overlap factors, the inner product of the periodic
part of the initial and final Bloch states, must be included
in the calculation of hole-scattering rates. Although the
Bloch overlap factors can be approximated as unity for
electron interactions, they vary between 0 and l for holes.
The usual approximation, taken by several research-
ers' and valid for k ~0, is to use Wiley's approxi-
mation for interactions involving light and heavy holes
based on a four-band k p method, '

1h-lh Ghh-hh 4( +3 cos ~)
&

Glh hh
=Ghh Ih

=
—,sin 0,—3 ' 2

(3a)

(3b)

where S(E) is an isoenergy surface in k space. The Bril-
louin zone is divided into a cubic mesh, and E(k) and
dE/dk are calculated by the k.p method for the center
of each cell. Assuming E(k) changes uniformly and in a
planar manner over each cell, the area of the isoenergy
plane intersecting each cell is determined according to
the method of Gilat et al. , ' and the integrations over
all S(E) in Eqs. (1) and (2) are performed. The approxi-
mation improves with the number of cells that S (E) in-
cludes. Figure 4 compares g, (E) calculated using the k p
method versus the effective-mass approximation. Be-
cause of nonparabolicity and anisotropy, for holes the
effective-mass approximation is appropriate only near the
band edge.

where 0 is the angle between k and k'. Wiley's expres-
sions, ' however, are not intended for interactions involv-

ing the split-off band and are a poor approximation for
high-energy holes in any of the bands.

Bloch overlap factors for small k' heavy-hole —heavy-
hole (hh-hh) interactions and light-hole —heavy-hole (lh-
hh) interactions as a function of k and 8 are shown in

Fig. 5. Significant differences between the calculated re-
sults and Wiley's approximation, ' shown on the front
face for comparison, occur away from the band edge.
The Appendix provides details of how G is calculated
from the k p method.

The rejection method is used to implement the Bloch
overlap factors in the Monte Carlo simulation, similar
to the usual application of the Pauli exclusion principle.
Thus the overlap factor is included by a Monte Carlo in-
tegration of the matrix element. If a hole is selected to
scatter, its final state and Bloch overlap factor are calcu-
lated. If the overlap factor is less than a random number
uniformly distributed between 0 and 1, then the scatter-
ing event is rejected.

B. Nonlinear absorption

A critical part of our model is the calculation of the
nonlinear absorption. It is used not only to determine the
differential transmission, it is also needed to determine
the initial states for the excited electron-hole pair. The
expression for the differential absorption is obtained by
summing the number of photons over allowed optical
transitions assuming Fermi's golden rule,

a(t) ac —f deco fdt'N(fico, t t') Q fdk—~Hh~ 5(E,(k) —E,(k) —ih'co)[1 —f,'(k, t') —f,"(k,t')] .
N

(4)

Therefore,

b,ct(t) ~ ——f deco fdt'N(%co, t t') g ~H, (fait'co—)~ p, (fico)[f,'(fico, t')+ f„"(fico,t')],
67

where N (Aco, t) is the transient photon-energy density. By f (%co, t) we mean the time-dependent distribution function in
the optically connected region, which should not be confused with f (E, t). If conduction and valence bands are isotro-
pic, then

f (E, t )dE =f (fico, t )d fico,

i.e., then the distributions in the optically connected region are proportional to the energy distributions. To simplify
the calculation we approximate the optical matrix element ~Hh~ in Eq. (4) by ~H, (fico)~ in Eq. (5). To calculate the op-
tical matrix elements we average over polarizations. As expected, ~H„(A'co)

~
decreases with increasing energy as the

coupling between the bands decreases. To evaluate ha(t), the rejection method is used for each term in the integrand of
Eq. (5).

In the thin-sample limit, the expression for the differential transmission is derived from Eq. (5) as

AT(t) 1~ —fdficof dt'N(fico, t —t') g ~H, (h'co)~ [n,'(fico, t')+n, (A'co, t')],
0 CO

(6)

where n(Aco, t) is the time-dependent density of carriers
in the optically connected region as given by the Monte
Carlo simulations. Equation (6) is calculated more
efficiently than Eq. (5) since the rejection technique is
used only to generate N(@co, t t') Implicit —in e.valua-

tion of Eq. (6), because it is calculated after the Monte
Carlo simulation of the pump pulse, is the assumption
that the probe pulse does not appreciably disturb the car-
rier populations. This is a reasonable approximation
since for these experiments the intensity of the pump
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2t cosh '(2)
X sech

7Q
(7)

pulse is several orders of magnitude larger than the inten-
sity of the probe pulse.

Starting from no carriers 200 fs before the center of the
pump pulse, electron-hole pairs are introduced in the
simulation according to the transient photon energy den-
sity

—4 1n(2)(,fia) —ficoo) /e
N Ace, t =Roe E

O
CV

—heavy———light
—.——split off

electron

r &/
I.I

/
$ /Ii.q /

I
]"l ( ~- ..I

~r:

~ ] ' ~] Ig Q /$ Ih / ) g )
y /

jjj X
/ ~ ]

~r
where Scop is the spectral center of the laser pulse, and 0.

and vp are the spectral and temporal full widths half max-
imums of the pulse intensity, respectively. For the simu-
lations of equal-energy pump-probe experiments,
ficop= 1.98 eV, o =40 meV, and ~p=40 fs. For the simu-

lations of continuum-probe experiments, ' the pump pulse
is set to ficop=2. 0 eV, 0 =20 meV, and ~p=75 fs. The
continuum-probe pulse and tunable monochromator are
modeled by 12 individual pulses with different central en-

ergies, cr =15 meV and ~p=100 fs. The pulse full widths
at half maximum in the continuum-probe experiment are
not accurately known.

1. Collisional broadening

In addition to broadening due to the laser linewidth,
there is also energy uncertainty in the initially excited
states due to collisional broadening. ' The expression
for the nonlinear absorption [Eq. (4)] is therefore only
valid in the long-time collisionless limit. To include the
effects of collisions the 5 function must be broadened.
We approximate this by randomly distributing each car-
rier about its unbroadened initial state according to a
Lorentzian. The spread of the Lorentzian is given by
hE =Air(E), where r(E) is the energy-dependent total
scattering rate determined self-consistently from the
Monte Carlo simulation. This type of broadening is
about 10 meV, but varies significantly with energy and
band. Figure 6 shows the broadening in each band as a
function of energy at the temporal center of the pulse.
An increase occurs for each line at -30 meV because of
the onset of phonon emission.

Because of its lower density of states, the conduction
band receives most of the broadening due to the laser
linewidth. Unlike linewidth broadening, lifetime
broadening is not shared between electron and hole
bands, but instead is treated independently in each band.
Thus, neglecting collisional broadening effects in a simu-

lation makes the initial transient too large, especially for
the heavy-hole contributions.

C. Monte Carlo method

The ensemble Monte Carlo method is described in de-
tail in the literature. ' In particular, we use a constant
time step and include electron —polar-optical-phonon,
electron —intervalley-phonon, I -valley-electron —electron,
electron-hole, hole —polar-optical-phonon, hole —non-
polar-optical-phonon, ' and hole-hole scattering mech-
anisms. All types of hole scattering refer to heavy-,
light-, and split-off-hole bands, and including both inter-

o
0.0 0.1

Energy (eV)
0.2 0.3

FIG. 6. Collisional broadening in each band as a function of
carrier energy at t =0. Collisional broadening is given by
b,E =A/~(E), where ~{E)is the total energy-dependent scatter-
ing rate determined from the Monte Carlo simulation. Carrier-
phonon emission causes AE to increase at 30 meV.

band and intraband scattering. Other scattering mecha-
nisms which occur on a picosecond scale or slower, such
as acoustic scattering, are not included.

III. RESULTS

Both pump-continuum probe' and 2-eV pump-probe
experiments are simulated. The validity of our model is
established by comparisons of our results with the
pump-continuum —probe spectra. ' In addition, we show
the importance of holes and collisional broadening by
showing pump-continuum-probe spectra from simula-
tions without those elements.

Because the transmission resolution of the 2-eV pump-
probe experiments is good, a quantitative comparison
with calculated results is possible. Specifically, the im-
portance of various scattering mechanisms is determined
by observing the sensitivity of the differential transmis-
sion to changes in the scattering rates. This method
shows that carrier-carrier scattering is unimportant in
these measurements and that intervalley scattering has a
large influence on the differential transmission.

A. Pump —continuum-probe simulations

The energy densities from the Monte Carlo simulations
are shown first because they provide a basis for under-
standing the carrier dynamics. Equally important are
plots showing the parts of the distribution functions
which are probed at different energies, since ihe integral
of the optically connected region and the distribution
functions is a first-order estimate of the differential
transmission [(cf. Eq. (6)]. We compare the experimental
data with our calculated results, and then show results
from simulations which elucidate the effects of collisional
broadening and holes.

Figure 7(a) shows the electron-energy density for only
the I vaHey for 75-fs, 2-eV photoexcitation. Three initial
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FIG. 7. Carrier density as a function of energy and time for (a) I -valley electrons, (b) heavy holes, (c) light holes, and (d) split-off
holes for photoexcitation by a 75-fs pulse centered at t =0. (a) Three initial optical transitions are shown from (left to right) split-off-,
light-, and heavy-hole bands. Because the heavy-hole band is more anisotropic than the other hole bands, the heavy-hole transition is
broadest in energy. Intervalley scattering occurs quickly for electrons excited from the light- and heavy-hole bands, so the heights of
the upper two peaks are suppressed. (b) A hot Maxwellian distribution forms quickly because of high scattering rates and because
the transition occurs near the top of the band. (c) Because the transition occurs away from the top of the band, peaks due to phonon
emission are shown. The number of light holes eventually decreases because of scattering to the heavy-hole band. (d) Intersubband
scattering, mostly to the heavy-hole band, causes the total density of holes in the split-off band to decrease.

transitions from (left to right) split-off'-, light-, and
heavy-hole bands are shown near t =0. Intervalley
scattering occurs quickly for electrons excited from the
light- and heavy-hole bands, so the heights of the two
higher-energy peaks are suppressed. The knee at 0.3 eV
is from electrons returning to the I valley from the bot-
tom of the L valleys.

Figure 7(b) shows the heavy-hole energy density rises
quickly at the top of the band (at the lowest energy). A
hot Maxwellian distribution forms quickly for the heavy
holes because of high scattering rates and because the ini-
tial excitation is near the top of the band. The light- and
split-off-hole density plots in Figs. 7(c) and 7(d) show
some phonon structure because the photoexcitation peaks
occur away from the band edges. The number of holes in
these two bands decreases as they scatter to the heavy-
hole band.

Figures 8(a) and 8(b) show the optically connected re-
gions, or energy regions sampled, by the continuum
probe, in conduction and heavy-hole bands, respectively.
At energies above 1.73 eV, the split-off transition is not
allowed. Both parts of Fig. 8 reveal the degree of anisot-
ropy of the heavy-hole band. Although the optically con-
nected region in the heavy-hole band is narrow, it
changes energy depending on the direction in k space.

Results for the calculation of differential transmission
as a function of probe delay and energy are shown in Fig.

9 along with the experimental results. Experimental data
are shown in Fig. 9(a). Figure 9(b) shows the results of
our Monte Carlo calculations including electrons and
heavy-, light-, and split-off holes. Parameters in the
Monte Carlo simulation have not been optimized. Agree-
ment between theory and experiment is excellent.

Figures 9(c) and 9(d) show the contributions to the
differential transmission of only the holes and of only the
electrons, respectively. The hole differential transmission
is the sum of the contributions from heavy-, light-, and
split-off-hole bands. The hole differential transmission
converges more quickly than the electron differential
transmission, which shows a slowly increasing rate of rise
in the contribution at low energy. The differentia1
transmission for the e1ectrons is lower at 1.73 eV than at
1.78 eV because the split-off transition is not allowed at
the lower energy.

In Fig. 10 we show the individual contributions to the
differential transmission at a probe of 2.0 eV. The holes
make a major contribution to the total differential
transmission. On the long-time scale the electrons con-
tribute more to the differential transmission because they
have a lo~er density of states than the holes. The elec-
tron contribution due to the split-off transition eventually
dominates as electrons return from the satellite valleys
and relax by polar-optical phonons to the bottom of the
band.
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FIG. 8. (a) Conduction-band optically coupled region in GaAs for 75-fs photoexcitation. The split-off transition is not allowed for
laser energies of 1.73 eV and lower. Broadening is caused by the laser linewidth, by collisional broadening, and by band-structure an-
isotropy. (b) Heavy-hole band optically coupled region in GaAs for 75-fs photoexcitation. Band-structure anisotropy causes the opti-
cally coupled region to widen with increasing energy.
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FIG. 9. (a) Experimental differential transmission spectra from Schoenlein et al. (Ref. 1) compared with (b) calculated differential
transmission spectra including both electrons and holes, (c) including only holes, and (d) including only electrons. Neither (c) nor (d)
alone rnatch the experimental measurements as well as (b). Experimental data are provided courtesy of J. Fujimoto.
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FIG. 10. Relative contributions to differential transmission
in electron and hole bands for each transition for a 2.0-eV pump
and probe. In the key, c or U indicates whether the contribution
is from carriers in the conduction or valence (hole) band, and

hh, lh, or so denotes whether the optical transition is from the
heavy, light, or split-off hole band. Holes contribute on the
sane scale as electrons. After the initial transient, the portion
of the differential transmission attributable to the split-off tran-
sition in the conduction band rises as electrons reenter the I
valley from the satellite valley.

FIG. 12. Total calculated differential transmission spectra
without the effects of collisional broadening. Figure 9(b) pro-
vides a much better match to Fig. 9(a) than this figure. VA'thout

collisional broadening the initial transient at the pump energy is
much too large.

In Fig. 11 we show the individual contributions to the
differential transmission at 1.55 eV. Part of the initial
rise in the solid line for the electrons occurs because the
1.55-eV heavy-hole transition probes the 2.0-eV split-off
transition in the conduction band (cf. Fig. 8). The initial
rise in the differential transmission at low energy is also
due to the rapid redistribution of holes.

The calculated results of pump —continuum-probe spec-
tra without the inclusion of collisional broadening are
shown in Fig. 12. Figure 9(b) provides a much better
match to the experimental results, Fig. 9(a), than Fig. 12
because the differentia transmission without collsional
broadening at the pump energy, 2.0 eV, is much too
large. Collisional broadening has the effect of lowering
the initial transient by decreasing the overlap between
pump and probe pulses. Including collisional broadening
in the calculation of the initial excitation and the
differential transmission are, therefore, essential corn-
ponents of the theory.

B. 2-eV pump-probe simulations

0.0—0.2 0.2
I

0.6 1.0
Time (ps)

FIG. 11. Relative contributions to the differential transmis-
sion in electron and hole bands for each transition for 2.0-eV
pump and 1.55-eV probe. In the key, c or v indicates whether
the contribution is for the conduction or valence (hole) band,
and hh or lh denotes the optical transition as from the heavy or
light hole. Because they are excited at the top of the band,
heavy holes are responsible for a significant fraction of the ini-
tial rise in the differential transmission. Electrons also make a
large contribution to the initial transient, primarily because the
1.55-eV pulse probes immediately below the 2.0-eV transition
from the split-off-hole band. On the long-time scale the elec-
trons contribute the most to the differential transmission be-
cause they have a lower density of states than the holes.

In Fig. 13 the normalized differential transmissions for
excitation densities of 10' and 10' cm are shown for
both experiments and simulations. There is a good gen-
eral fit with the data, especially on the short-time scale
for all data. The concentration dependence of the experi-
ments after the initial transient is not reproduced by the
simulations. This is not critical to our conclusions be-
cause we restrict our analysis to the initial transient.
Also, the concentration dependence of the intermediate
response is not found in similar experiments by Rosker
et al. and is still under contention in the literature.

To better understand the physics and judge the reliabil-
ity of our conclusions, we test the sensitivity of the
transmission to several carrier-interaction strengths. Fig-
ure 14 shows the results of a series of such simulations for
which the optical deformation potential constant for
I ~L scattering is varied from 2X 10 to 8X 10 eV/cm
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effective-mass approximation for holes will lead to con-
siderable error. Anisotropy and nonparabolicity become
critical factors away from the band edge.

The inter valley deformation potential constant for
I ~L scattering is found to be 5 X 10 eV/cm by compar-
ing the sensitivity of Monte Carlo parameters with exper-
imental data. Tests of the sensitivity to the differential
transmission are also used to show that these experiments
are not an effective measure of carrier-carrier scattering
rates.

S„(k,k')= iH i, „i,i 5(E (k') —E„(k))

X 6(E (k') —E„(k)),
where the Bloch overlap factor is

2

G„(k,k') =
—,
' g Iu„'z(r)u „(r)dr

$&$

(A2)

(A3)
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u„i,(r) = g c„",u, o(r) . (A4)

Then

G„(k,k') =
—,
' g g (c„",)*c",f u,~o(r)u, o(r)dr

$, $ l, J

Ck +Ck 2

$) $

(A5)

where the orthonormality of 4,

4,*k r 4 k r r= (A6)

In this Appendix all integrals are over the primitive ce11.
Using the k=0 terms of the periodic part of the Bloch
states as a finite basis set, kAO terms can be expanded as

APPENDIX: BLOCH OVERLAP FACTORS

4„i,(r) =u„„(r)e'"',

u„k(r+ R)=u„i,(r),
(Ala)

(A lb)

where n is the eigenstate number, and R is the lattice vec-
tor. From first-order time perturbation theory, Fermi's
golden rule for a transition from k in band n to k' in band
m is

The methods used to calculate and implement Bloch
overlap factors in the Monte Carlo simulations of fem-
tosecond laser spectroscopy experiments are described
here. As a rule, Bloch overlap factors are important for
anisotropic bands. ' Since the conduction band in GaAs
has s-like symmetry and is isotropic close to I &, overlap
factors are usually neglected for calculating electron-
scattering rates. The heavy-, light-, and split-off-hole
bands, however, exhibit p-like symmetry and thus overlap
factors should be considered.

According to Bloch's theorem, wave functions of the
atomic Hamiltonian for a crystalline solid can be written

has been invoked for k=O.
Ideally, G„(k,k') is calculated directly from the k p

method each time a hole-scattering event occurs in the
Monte Carlo simulation. This method, however, con-
sumes an excessive amount of computer time. On the
other hand, completely storing G„(k,k') for all magni-

tudes and angles of k and k' requires a prohibitively large
allocation of memory. The compromise used in these
simulations is to approximate G„(k,k') by G„(k,k', 8),
where 0 is the angle between k and k'.

Within this approximation, however, directions of the
initial and final vectors are neglected. Therefore, for each
element of G„(k,k', 8) 50 (an arbitrary number) initial k
vectors of a given magnitude randomly distributed over
2mQ are chosen. The corresponding final vectors are
selected for a given 0 and magnitude, but randomly dis-
tributed over tI) (2n) in the initial vector reference frame
(i.e., k is along 8=0). The final vector is then projected
onto the original reference frame. Overlap factors are
calculated for each pair, and the average of 50 pairs
stored for use in the Monte Carlo simulations.
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