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We present a study of the three-state antiferromagnetic Potts model in two and three dimensions,
using a cluster-flip Monte Carlo simulation algorithm. The new approach enables us to perform
simulations with greatly improved eKciency. We have obtained results for the ground-state entropy
and critical exponents in two and three dimensions. The low-temperature phase in three dimensions
is shown to have long-range order with a finite-size dependence of the magnetization and suscepti-
bility similar to that of the XY model.

I. INTRODUCTION

In this paper we give a detailed account of our study of
the three-state antiferromagnetic Potts model in two and
three dimensions, using a cluster-flip algorithm.

Antiferromagnetic Potts models have been shown to
possess interesting and unusual properties. The ground-
state entropy is nonzero whenever the number of spin
states is q & 2. The q =3 model on a square lattice has a
critical point only at zero temperature. In three di-
mensions, the evidence indicates the existence of phase
transitions for q =3, 4, and 5, although the nature of
these transitions has been uncertain. ' Notice that the
ground-state restrictions are too weak for large q to
create an order at low temperatures, and the thermo-
dynamic disorder prevails up to the vanishing tempera-
ture. Indeed, using the Dobrushin uniqueness theorem,
one can prove' that there is no phase transition if
q & 3X2", where d denotes the dimension of the lattice.
Other studies have shown that the addition of second-
neighbor interaction, ' ' mixed anisotropic interac-
tions, ' ' or an external magnetic field can produce new
types of ordering and new phase transitions.

The highly degenerate ground states in the antiferro-
magnetic Potts models could lead to interesting conse-
quences. Berker and Kadanoff ' suggested from a one-
parameter renormalization-group consideration that,
similarly to the XY model in two dimensions, a critical
low-temperature phase may appear, with an algebraic de-
cay of correlations. However, this conclusion was criti-
cized, suggesting that it is an artifact of the one-
parameter renormalization-group treatment. Banavar,
Grest, and Jasnow made the first study of the three-
dimensional Potts model for q =3 and 4. From a field-
theoretic calculation, they conclude that the critical be-
havior of the three-state model belongs to the universality
class of the XY model in three dimensions and the four-

state model belongs to the universality class of Heisen-
berg model, if the transitions are continuous. Their
Monte Carlo simulation indicates a continuous transi-
tion. They found that there is a nonzero magnetization,
also confirmed by Hoppe and Hirst, and recently by
Ueno, Sun, and Ono, ' unlike the behavior suggested by
Berker and Kadanoff. On the other hand, Ono' suggest-
ed that there is no spontaneous magnetization at low
temperatures and the low-temperature phase is of the
Kosterlitz- Thouless type.

Our Monte Carlo simulation results in two dimensions
are consistent with a zero-temperature transition. In
three dimensions we find that the critical exponents and
low-temperature phase are similar to that of XY model,
as proposed in Ref. 7. Our data are much more accurate
than previous work ' ' due to a new algorithm. ' In
the next section we give a description of our algorithm.
Results of simulations for the two- and three-dimensional
Potts models are presented in the subsequent sections.
We summarize our results in the last section. In the Ap-
pendix a careful consideration of order parameters is
given.

II. SIMULATION ALGORITHM

The di5culty encountered in the single-spin-flip algo-
rithm ' " is the phenomenon of critical slowing down at
a second-order phase transition. The correlation time,
which is roughly the time needed to generate a statistical-
ly independent configuration, measured in Monte Carlo
steps, goes as ~~ L', where L is the linear size of the sys-
tem and z is dynamic critical exponent (z=2 for order-
parameter nonconserving dynamics ). This drastical-
ly reduces the accuracy of Monte Carlo data, since the
statistical error is inversely proportional to the square
root of the number of independent configurations. The
recently developed cluster-flip-type algorithms have
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been shown to reduce z considerably. Thus much
better accuracy with less computational efforts can be
achieved.

We use' a generalization of the algorithm of Swendsen
and Wang (SW) to the antiferromagnetic Potts models.
This generalization is closely related to Wolff's embed-
ding of Ising refiection variables in O(n) models.
To present the algorithm, let us consider the Potts model
defined by the Hamiltonian

H= —Kg 5
&I,j)

where the Potts variable o.; takes the value 1,2, . . . , q,
and the summation is over nearest-neighbor pairs of sites

I

on a square or cubic lattice. K =J/k~T is a dimension-
less coupling constant, and J & 0 for antiferromagnetic in-
teractions (we set J /k' = —1). The partition function is

given by

z y —H

Following Edwards and Sokal, our algorithm for the
Potts antiferromagnetic model may be introduced as a
contraction of a joint probability distribution on the spin
configurations ter, ), cr, =1,2, 3, and bond configurations

I n;, j, n;, =0, 1,2, 3, where (i,j ) runs over nearest-
neighbor pairs of the lattice sites. Namely, the joint
probability

3

p,„„,=Z ' II (1 —p)5„+g p5„(1—5 )(1 —5 )(1 —5 )

&i j ) a=1
(3)

where p = 1 —e ~ I. Such a joint-probability distribution yields the following marginal distributions: For
configurations cr it is just the distribution of the original Potts antiferromagnet; for configurations n it is the distribution
with the weights

II (1-p} II
n =0

IJ n, =1,2, 3

(here N, is the number of a clusters, defined by the constancy of n;, =a%0); different a yield different clusters, and for
configurations n defined by n; =0 if n;. =0 and n, . = 1 otherwise, the marginal distribution is defined by the weights

I

II (1—p) II p3'
n =0

tJ
n -=1

1J

(here the clusters are those just mentioned glued together).
Our algorithm then is actually an alternate application of the following two conditional probabilities:

surely n; =0, whenever cr; =o.

P(n ~o }= n,, =a with probability p and n,, =0 with probability 1 —p,
whenever a;Acr, cr, Aa, and o Aa,

or, more accurately, the probability P(n „~o,n„, ) under the condition that together with o is fixed a set A, of bonds

on which either n,
&

=0 or a with a fixed configuration on the complement 3 ' ((ij ) E 3 '
n;J WO, a),

surely n; =0, whenever o.;=a.
P(ncr }= '

n; =a with probability p and n; =0 with probability 1 —p, whenever o;Acr, o;Wa, and cr~Wa,

for every (i,j ) E A', and P(o ~n ) defined as a random
distribution that assigns that distribution to each a clus-
ter with equal probability to those two configurations for
which o.;No. , o., Wa, and o. Wa.

For actual implementation the algorithm consists of
the following steps.

(1) One chooses a pair of Potts states among the q
different states at random.

(2) Bonds are formed between nearest-neighbor sites
occupied by those chosen states if the two sites are in
different Potts states, and a uniformly distributed random
number in the interval 0 and 1 is less than p = 1 —e

(3) Clusters are identified. A cluster can be either a sin-

gle site or a set of sites connected through bonds. The
sites not in the chosen Potts states are not counted as
clusters; their Potts variables do not change.

(4) For each cluster, with equal probability, we either
keep its original Potts states, or interchange the chosen
Potts state on the sites in the cluster. We then go back to
step (1).

For q =2, this algorithm reduces to the original SW al-
gorithrn for antiferrornagnetic Ising models, using the
concept of antibonds between spins of opposite signs.
The algorithm for q &2 updates a subset of the lattice
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sites, where the reduced Hamiltonian in one-step updat-
ing is that of a dilute antiferromagnet. Of course the re-
duced (effective) Hamiltonian changes in the next Monte
Carlo step, determined by the state of the system. If
q ~4, two or more pairs of states can be updated simul-
taneously. The relation to Wolff's algorithm is clear,
since a q-state Potts model can be thought of as an 0( n )

model with n =q —1 and with unit vectors taking only a
discrete sets of values. The reAection of a unit vector
with respect to a certain plane is equivalent to the ex-
change of Potts states.

A key step in implementing this algorithm is a cluster-
labeling scheme, so that sites in the same cluster receive
the same labeling number, while sites that belong to
different clusters have distinct labels. This is done using
an auxiliary list of labels. The labeling algorithm is simi-
lar to the Hoshen-Kopelman algorithm used in the
cluster-counting problem in percolation. An integer ar-
ray A(I) is initialized to A(I)=I, meaning site I has la-
bel I. If A (I}& I, the label of site I is the same as the la-
bel of the site I'= A (I). A proper label at any given mo-
ment has the property A(I)=I. As one goes through
each pair of nearest neighbors, if the condition for having
a bond in step (2) is fulfilled, the current labels of the two
sites are found iteratively: Site I has the label A (I); if the
label is equal to I, then I is the current label; otherwise
site I has the same label as site A(I}. One traces back
this list until A (J)=J; then J is the current label of site I.
The list is updated so that the labels of the two sites reset
to the current, smaller label. A final check is needed to
go through the list to ensure that each site has the proper
label. The operation needed is proportional to the total
number of sites. Thus the computational speed does not
slow down as system size increases. The memory require-
ment is twice the number of sites.

III. DEFINITION OF ORDER PARAMETER
AND SUSCEPTIBILITY

dependently of other clusters, two possible new states
(step 4), we can explicitly perform an average over all
possible assignments of the new configurations. Namely,
if N' and N denote the number of sites in the cluster o.
on the a and b sublattices, respectively, and
N =N' +N" is the total number of sites in the cluster,
assuming that we are interchanging, say, the states 1 and
2, we get

m, L j2=+ n N' —(l n—)X

where n =1 if state 1 is on sublattice a, and 0 otherwise.
Averaging over the random variables n for which
&n &

=
—,
' and &n n '& =

—,'+ —,'5, we obtain

xX, +( x(N; N) ), q
—=3 . (8)

Q a

This formula has the advantage over (6) that the variance
of y is reduced, since it takes into account many
configurations.

Another choice of order parameters is given by consid-
ering the three Potts states as a unit vector taking three
directions 120' apart. Then we have a two-component
order parameter. It has been used by Nightingale and
Schick, and by Ono. ' We show in the Appendix that
this latter definition is actually more appropriate. We use
this definition for the low-temperature susceptibility.

IV. TWO-DIMENSIONAL RESULTS

A. Zero-temperature simulation

The efficiency of an algorithm is characterized by a
correlation time, determined from the equilibrium time-
dependent correlation function, defined by

& m(t+t, )m(t, ) &
—&m(t, ) &'

f(t)=
&m(t ) &

—&m(t )&

Since the interactions are antiferromagnetic, we expect
some kind of staggered order that breaks the sublattice
symmetry. ' %'e define 4

10 I I I l l lilt ! I l I I Ills I ~l I I I II—

= 2m„= g5 „—g5
iEa iFb

(4)

where p takes values 1,2, . . . , q; L is the linear size of the
system; a and b are the two sublattices such that the sites
on the sublattice a have their nearest neighbors on the
sublattice b and the other way around. For the order pa-
rameter we may take

1&m&= —g &~m„~& .
q p=1

Our definition is the same as that introduced in Ref. 14
except a constant factor ( —', }.

The susceptibility is in the disordered phase given by

Ld q

g &m„'&.
q

10

X
10

l I I ill(
10

By noting that each cluster has freedom to choose, in-
FIG. 1. Log-log plot of the two-dimensional susceptibility g

vs linear size L at T =0. The straight line has a slope y l~= —', .
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FIG. 2. Log-log plot of the two-dimensional magnetization
m vs linear size L at T=O. The straight line has a slope
p/v= —.I

6'

where m is the total instantaneous magnetization, defined
in Eq. (5), and the angular brackets denote an average
over a sequence of configurations generated in a Monte
Carlo simulation. The time dependence is, to a very
good approximation, exponential, f ( t ) ~ e '/'. The
coefticient ~ here is the characteristic correlation time.

For the two-dimensional three-state antiferromagnetic
Potts model at zero temperature, the standard Monte
Carlo gives a correlation time r„d-—0.32L', with a dy-
namic critical exponent z=2.0. Our algorithm gives a
correlation time ~=7 for L =4—64. It means that critical
slowing down essentially disappears and much more ac-
curate results are obtained.

Figure 1 is a log-log plot of the susceptibility versus
size L, for L up to 256. A nearly straight line yields a
very accurate estimate of the exponents ratio
y/v=1. 666+0 002. Assuming scaling, this corresponds
to g=2 —y/v=0. 334+0.002, which characterizes the
decay of pair-correlation function, g (r) —r
(d =2). Of course, the exponent y or v separately is not
uniquely defined due to a zero-temperature transition.
Park and Widom ' have recently found an exact value

y /v =—'„confirming our numerical result.
Figure 2 is a log-log plot for the magnetization. It de-

creases with size as expected, with the exponents ratio
P/v=0. 170+0.006 (exact value P/v= —,'). The hyper-
scaling relation y/v+2p/v=d is satisfied within statisti-
cal errors.

B. Finite-temperature simulation

To calculate the entropy and other thermodynamic
quantities, we used the multiple-histogram method.
The central idea of the histogram method is to collect
distribution of quantities of interest at one temperature;
the value at nearby temperatures is generated according
to Gibbs formula. The multiple-histogram method

s(L)=-s„+L ln2. 93577965 . (10)

We obtained s(4) =0.5000, s(8) =0.4484, and s(16)
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FIG. 3. Magnetization as a function of temperature in two
dimensions for size L =4, 8, 16, and 32. The smooth curves are
obtained using the multiple-histogram method (Ref. 43). This
and following plots in two dimensions combine data from five

simulations each for L =4 and 8, and nine simulations for
L =16.

combines simulation results at different temperatures,
and regenerates data as a function of parameter in the
model (typically temperature) in a continuous smooth
fashion. As a by-product, the free energy can also be ob-
tained.

In Figure 3 we plotted the magnetization as a function
of temperature for different sizes L =4, 8, 16, and 32. At
high temperatures m ~L " is observed. At very low
temperatures the magnetization decreases with size as
L ~ as already discussed in Sec. IVA. Our Monte
Carlo data are consistent with no spontaneous magnetiza-
tion at all temperatures in the infinite-size limit. Earlier
results (Ref. 14, Fig. 1) might indicate a nonzero magneti-
zation or nonzero T, . This could just be a finite-size
effect.

Figure 4 is the reduced free energy per site, defined by
f=L lnZ, plotted as a function of temperature for
sizes L =4, 8, and 16. In the high-temperature limit f
approaches ln3, while the zero-temperature limit is the
ground-state entropy. Finite-size effect shows up at low
temperatures.

In two dimensions the ground-state entropy is known
to be s„=—,'ln —', for an infinite system due to mapping
onto an ice model. Finite-size correction is given by '
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FIG. 4. Reduced free energy f=L "1nZ as a function of
temperature in two dimensions for size L =4, 8, and 16. The
value f approaches the ground-state entropy as temperature T
approaches zero,

FIG. 6. Scaling plot L '~'y vs g/L in logarithmic scale,

where g=e ",with y/v=1. 666, v=1.3, using the same set
of data as in Fig. 5.
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=0.4359 from simulation. These values are in good
agreement with exact result in Eq. (10).

In Fig. 5 the susceptibility is plotted against K =1/T
on a semilogarithmic scale. A clear curvature is ob-
served, indicating that the susceptibility is growing with
K (in the large size limit) faster than a simple exponential.
Previous data were analyzed in the form of
ycc ~T —T, ~

r, and it was found T, =O with y=5. Our
susceptibility data are not compatible with this functional
form.

If we assume a finite-size scaling structure for the sus-
ceptibility

X=L "X(r«),
we have to assume that the correlation length takes a
form g=e" . In the thermodynamic limit the suscepti-

1'

bility then has an essential singularity, g ~ e . Figure 6
is a scaling plot with y/v=1. 666 and v=1.30. Devia-
tion from scaling is small even for I.=4. The exponent v
is in agreement with a phenomenological renor-
malization-group calculation.

0
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0 1.Q 2.0 3.0
I

4.Q
I

5.0
I

6.0
V. THREE-DIMENSIONAL RESULTS

A. Correlation time

FIG. 5. Susceptibility as a function of coupling strength
E=1/T on a semilogarithmic plot for size L =4, 8, 16, and 32
in two dimensions.

Correlation time is, for our algorithm, also reduced at
the critical temperature in three dimensions. We found
that the correlation time is approximately given by
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r=2L + — (L & 32), while for the standard simulation
it is found to be v;,d= ,'L ——'(L ~ 16). Thus the clus-

ter algorithm becomes advantageous for size L ) 5.
However, below the critical temperature, where the

correlation time is usually size independent, even our al-
gorithm shows a strong size dependence. At a tempera-
ture T/T, =0.68, correlation-time data from system sizes
L =4, 8, and 16 are consistent with a dynamic critical ex-
ponent z =2; it is the same as single-spin-Aip dynamics at
criticality. This peculiar behavior can be interpreted as
that the low-temperature phase exhibits critical Auctua-
tion as suggested by Ono. ' Our susceptibility data sup-
port this interpretation.

0.56

0.54—

0.52—

B. Low-temperature behavior

Figure 7 is a plot of magnetization as a function of
temperature in three dimensions for system sizes L =4, 8,
16, and 32 (for earlier data, see Ref. 7). Unlike the fer-
romagnetic ising models, we found a strong dependence
of the order parameter on the size of the system. The
magnetization approaches a nonzero value as 1/L below

T, . Figure 8 is a plot of magnetization as a function of
inverse system size, 1/L, at a temperature T/T, =0.68.
The data linearly extrapolate to a nonzero finite-size limit
m(L=~)=0. 491. Our result is in contrast to Ono's
conclusion' that magnetization is zero with a massless
phase below T„but is in agreement with that of Banavar
et al. , Hoppe and Hirst, and Ueno et a/. ' As has

0.8

0.6—

0.48
0

I

0.05
I

0.15

1tL

I

0.2
I

0.25 0.3

FEG. 8. Magnetization at T/T, =0.68 vs 1/L in three di-
mensions. The straight line is given by m =0.491+0.256/L.

been observed by Banavar et al. , the magnetization at
zero temperature, m ( T =0)=0.62, is close to, but less
than, —'„ the value yielded by maximal possible order.
The maximal order (breaking sublattice symmetry) is ob-
tained if one of the spin states is on sublattice a and the
other two states are distributed randomly on sublattice b.

If the (truncated) correlation function decayed algebra-
ically, then the susceptibility, defined by the fluctuation
of the magnitude of a two-component vector order pa-
rameter,

~—L d[ ( (2+ (2 ) ( ((2+ (2 )
I /2 ) 2

)

(see the Appendix for the definition of g~ and gz), would
diverge with system size. Figure 9 is a log-log plot of the
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FIG. 7. Magnetization as a function of temperature in three
dimensions for system sizes L =4, 8, 16, and 32.

FIG. 9. Susceptibility in three dimensions at T/T, =0.68 as
a function of system size L plotted in log-log scale. The slope of
the straight line is 1.
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susceptibility at T/T, =0.68 against system size L T. he

susceptibility linearly depends on system size. This be-
havior is fully consistent with that of the XY model in
three dimensions at low temperature. The 1/L depen-
dence of the finite-size magnetization is also analogous to
the XY model. A spin-wave calculation of the low-

temperature magnetization and susceptibility of the XY
model would give such a finite-size dependence.

The distribution of the two-component order parame-
ter yields some information about features of the low-
temperature phase. At very low temperatures (T=0.1,
for example), the order parameters take values close to
full order. We see sixfold-symmetry peaks for L =4 and
8. As system size increases, the peaks become sharper.
For L ~ 16, only three peaks remain; they are related by
exchanging Potts states. The symmetry associated with
exchange of sublattices is appearantly broken. As the
temperature raises, the peaks becomes less sharp. For
temperature not very far from T„ the distribution looks
more rotationally symmetric, with a sixfold anisotropy
(or threefold for large system size). Very close to T„ the
distribution is nearly rotationally symmetric. It appears
that the effect in Ono's simulation (Ref. 10, Figs. 5 and 6)
is due to a finite observation time. If one simulates time
long enough, or the dynamics are fast enough, one would
see an approximate circle instead of an arc in the locus of
the instantaneous order parameters.

The ground-state entropy is also calculated in three di-
mensions. Although we have only the values of the resid-
ual entropy for L =4 and 8 [s(4)=0.3953 (10 histogram)
and s(8)=0.3708 (16 histograms)], we note that they
agree with the equation s(L)=s„+L "In6, which
would predict that s„=0.3673. (Hoppe and Hirst ob-
tained a higher value: 0.376.) This equation is also in
reasonable agreement with the exact number of states for
an L =2 lattice (113.3 versus 126). Borgs and Imbrie
rigorously proved that for a class of models with well-
defined energetic barriers between phases, the similar
coefficient is the logarithm of the number of phases.
Even though their theory does not apply in our case, it
makes plausible the speculation that ln6 should mean the
existence of six phases at low temperatures.

1.0 I I I I I I I I I I I 1 I I
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FIG. 10. The peak of specific heat in three dimensions vs size
I. in log-log scale.

refiected in the location of the peak, shown in Fig. 11.
We found that the peak first moves toward lower temper-
atures as L increases, and then rises back slightly for
larger systems. This makes it difficult to apply the stan-
dard finite-size scaling for the peak position,

T(L)= T, + bL. (12)

g(TL)= —3 — =g(~T T, ~L ") . —(m')
(m')' (13)

In the scaling region close to T„a different choice of L
should have a unique intersection point at T = T, . Fig-
ure 12 is g(T, L) for L =16, 32, and 64. From this

1.4 I I I I I I I )

A more accurate result is obtained for the critical tem-
perature from the fourth-order cumulant

C. Critical behavior

We used a single histogram method to calculate the
specific heat, the susceptibility, and the fourth-order cu-
mulant, simulating at T=1.22549. The length of the
runs were more than 10 Monte Carlo steps except the
largest size, L =64, which was 1.8X10 Monte Carlo
steps.

The peak of the specific heat grows as the system size
increases. Figure 10 is a plot of the peak of specific heat
versus size L in a log-log scale. The approach to the
asymptotic behavior seems to be rather slow. Assuming
that C „k~L, the effective exponent a/v decreases
from 0.3 to 0.16, while if one assumes a cusp,
C „k=C„+aL, the a/v value is negative in the
range —0.2 ——0. 1. The data may also be compatible
with a logarithmic divergence for L & 8. A precise esti-
mate for a/v is not possible. This difticulty is also

1.35—

1.3—

1.25—
Tc

1.2
1

I I I

10
l I I I I I I

10

FIG. 11. The location of peak of specific heat in three dimen-
sions as a function of size L.
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0.7 VI. CONCLUSION
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FIG. 12. Fourth-order cumulant g vs inverse temperature E
for system size L =16, 32, and 64 in three dimensions.

We have made a high-precision Monte Carlo simula-
tion of the three-state antiferromagnetic Potts model in
both two and three dimensions. This is only possible due
to a fast algorithm for equilibration. In two dimensions,
our results are consistent with previous conclusion that
the transition is at zero temperature. The numerical esti-
mates of the exponent g and the ground-state entropy are
in good agreement with the exact results. The suscepti-
bility is consistent with a form of an essential singularity.
In three dimensions, we give estimates of the critical tem-
perature and exponents. The exponents agree with XY
model value within statistical errors. At low tempera-
tures, the correlation time, magnetization, and suscepti-
bility data indicate that the correlation length is infinite;
but the system has a long-range order (nonzero order pa-
rameter). The question remains open whether the anisot-
ropy at low temperatures is relevant to the critical behav-
ior. While Ueno et al. claimed a new universality, our
results are in favor of XY universality class for the model.
Clearly more theoretical understanding is needed to clari-
fy the issue.

I » i — — =& I I I I I II I I I I I III

analysis we get an estimate for T, = 1.2259+0.0007. This
should be compared with the results of Ono' (1.25),
Hoppe and Hirst (1.28+0.04), and Ueno et al. ' (1.235).

The critical exponents y and v are obtained from a
finite-size scaling plot for the susceptibility, shown in Fig.
13. We find y/v=1. 99+0.03 and v=0. 66+0.03 using
T, =1.2259. These exponents agree with those of the XY
model within errors. Our results are in disagree-
ment with v=0. 58+0.01 y =1.10+0.02 obtained by
Ueno et al. , using an interface approach. ' The
discrepancy may be due to the smaller system sizes
(I. (24) they have used and the location of the critical
temperature.
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APPENDIX: ORDER PARAMETERS

Consider three atomic species 1, 2, and 3 (or Potts vari-
ables) to be placed on sublattice a and b. We shall study
order parameters assuming that macroscopic states are
completely characterized by particle concentrations
c ] cQ c 3 and c, , cz, c 3 ~ They are defined by

I
d z, I) (A 1)

10
10

I I I I I I III
10

I I I I I llll

(T-T ) L

I I I I I I II.
10

where 5 is the Kronecker symbol, o.;, p=1,2, 3, and
l=a, b. We use angular brackets to denote a thermo-
dynamic average.

Since each site must be occupied by either 1, 2, or 3, we
have a conservation law for the concentration:

FIG. 13. Scaling plot for the three-dimensional three-state
antiferromagnetic Potts model of the susceptibility times L
as a function of (T —T, )L'/', using T, =1.2259, y/v=1. 99,
and v=0.66, for L =8, 16, 32, and 64.

c]+cp+c3 =1

c +c~+c =1

(A2a)

(A2b)
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4, =
—,
' (c;+c i ) ——,', (A3a)

Thus only four of the six parameters given are indepen-
dent. Choosing c'„cz, c"„and cz as the independent
ones, we may characterize the ferromagnetic order by
(suitably rescaled) overall concentrations.

H~=a +b(j, +gq)+c((~)+g~q) (A9)

diagonalize the quadratic invariant, say 4,—Cz, 43,
4& —4&, and 43. Rescaling (with respect to shifting)

them slightly we get the Landau Hamiltonian

4z —4(cz+c~ ) ——, , (A3b) H„=d +e(g, +g~)

and the antiferromagnetic order by the difference of sub-
lattice concentrations

2

+fq, —q,'+g(q', +qP', (A10)

]=c)—c]a b

%z—cz cz .a b

(A4a)

(A4b)

with order parameters

(c3 —c3), (A 1 la)

Now, for a paramagnetic phase we have
4& =+&=%'&=4'&=0, while a complete ferromagnetic or-
der, say 0.; =1, has 4, =1, 4&= ——„0'&=0, 4'&=0, and a
complete antiferromagnetic order, say with 1 and 2 on
sublattice a and b, respectively, has %]=1 %p= 1,

The dependent variables 43, 43 can be defined in a
similar fashion with the conservation law Eq. (A2) rewrit-
ten as

and

z= —,
' [(c i

—c t )
—(cz —c

& )],

ri, = —
—,'(c3+c3)+—,',

v'3
[(c;+c,)

—(c~+cz)] .

(A 1 lb)

(A12a)

(A12b)

4, +4q+43=0,
0,+4,+%,=0.

(A5a)

(A5b)

4+4+4
%'+0'+4'

The third-order term

4]+@/+43

(A6a)

(A6b)

(A7)

contains only ferromagnetic order parameters and, in the
Landau Hamiltonian, may be viewed as that one respon-
sible for a first-order phase transition in the ferromagnet-
ic Potts model in three and higher dimensions. The
fourth-order terms are

( @2+(y2+ q)2 )2

(A(2+ @2~ qg2 )2

(Aga)

(A8b)

These are the only possible invariants up to the fourth or-
der.

Let us choose independent parameters (cf. Ref. 18) that

Let us consider invariants of the symmetries of the
model (needed, e.g. , when constructing a Landau Hamil-
tonian). Taking into account the symmetries with respect
to arbitrary permutations of atomic species 1,2,3 and
with respect to the interchange of the sublattices a and b,
we infer that invariants are symmetric functions in the
variables 4„4z, 43 as well as 4, , %z, %'3, and are sym-
metric with respect to the transformation %~—O'. The
second-order invariants are

These are the order parameters used by Ono' and
have an illustrative interpretation when Potts spins 0.; are
viewed as unit vectors in three directions forming the an-
gles 2m/3. Taking into account that the concentrations
c„' belong to the interval [0,1], the vector g=(g&, gz) is re-
stricted to fall within a uniform hexagon of diameter 1,
while g=(g„gz) falls into a uniform triangle (cf. Ref.
10). In term of order parameters g and q, the three possi-
ble states of perfect ferromagnetic order are described by
unit vectors ri in the vertices of the triangle, while /=0.
The states of perfect antiferromagnetic order are
represented by unit vectors g in the vertices of the hexa-
gon with vector r) (of the length —,') in the centers of the
sides of the triangle. For the three-state Potts antifer-
romagnet in three dimensions a broken-sublattice (BS) or-
der is expected to occur at low temperatures. Namely,
the order with one sublattice is occupied by one of the
three states, while the other sublattice is occupied by the
remaining two states at random. The BS states are
represented by vectors g of the length &3/2 in the
centers of the sides of the hexagon with vector g of the
length —,

' in the vertices of a suitably rescaled triangle.
The state constructed under periodic boundary condi-

tions has all the symmetries of the model. In particular,
all the concentrations c„' are clearly equal to —,

' and the
parameters 4 and 4 are, strictly speaking, vanishing. In
Sec. III we are using (following Ref. 7) the order parame-
ter (m ) defined by formulas (4) and (5). This parameter
may be thought of as a sum of the parameter

+
~
0 p ~

+
~
0 3 ~

over all ordered states (existing at given
temperatures). Notice, however, that it cannot discern
antiferromagnetic and BS states.
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