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Within a one-electron approach, based on a Green’s-function formalism, a nonperturbative ex-
pression for the tunneling current is obtained and used to discuss which spectroscopic information
may be deduced from a scanning-tunneling-microscope experiment. It is shown up to which limits
the voltage dependence of the tunneling current reproduces the local density of states at the surface,
and how the reflection coefficients of the electronic waves at the surface may modify it.

I. INTRODUCTION

During the past few years, it has become obvious that
the scanning tunneling microscope (STM) is a very
powerful tool to obtain local structural information on
metallic or semiconducting surfaces. Moreover its ‘“‘spec-
troscopic mode,” in which the tunneling current J is
recorded as a function of the applied bias V, gives infor-
mation on the local electronic structure of surfaces. It is
widely accepted that the dJ /dV versus V curves repro-
duce roughly the local density of states of the surface in
the neighborhood of the Fermi level. This equivalence
was demonstrated theoretically by a perturbative
method"? based on the transfer Hamiltonian approach,3
and experimentally* by comparing the spectroscopic data
of a Si(111) (7X7) structure with a photoemission spec-
trum. It is obviously highly desirable to understand
whether such correspondence is quantitatively correct or
whether it just represents a qualitative guide. In the
second hypothesis, care will be required in the analysis of
STM spectroscopic data to extract reliable detailed infor-
mation upon the surface (discrimination between different
kinds of atoms, discrimination between neighboring mod-
els of surface structure, etc.).

It is the purpose of this paper to present a method of
calculation of the tunneling current which goes beyond
the perturbation approximation. This method relies on
only two assumptions: (a) it is possible to find a satisfac-
tory effective one-electron potential describing the behav-
ior of tunneling electrons, and (b) the system may be
shared into three regions, such that the left and the right
regions are unchanged compared to the free-electrode
configurations (see Fig. 1 below). Aside from these two
points, the method, developed in Sec. II, is exact. It
yields an expression for the tunneling current (Sec. III) in
terms of two quantities which characterize the free elec-
trodes (contrary to other related approaches’ 7) and in
terms of a transmission coefficient through the vacuum
barrier. This latter contains all multiple events in the
barrier and, consequently, remains valid both in the limit
of vanishing barrier width, and in the Fowler-Nordheim
regime. The quantities which characterize the free elec-
trodes are studied in Sec. IV and we discuss in detail the
relationship between them and the local density of states
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at the surface. The calculation details can be found in
Appendices A-D. Various outcomes of this work have
already been published: in Ref. 8 we have used this
method to explore several one-dimensional models; Ref. 9
was devoted to the question of the observability of sur-
face states in the STM spectroscopic mode; in Ref. 10 we
showed how it is possible to rederive the transfer Hamil-
tonian approach from the Green’s-function formalism,
thanks to a perturbation approximation. Compared to
these papers, the present manuscript gives for the first
time the steps of the calculation; it discusses the
transmission through the vacuum barrier; the expression
for the Logarithmic derivative of the Green’s function X
in one dimension given in Sec. IV is an analytic generali-
zation of the work of Ref. 8 and is precisely compared to
the surface density of states. Finally, we present a possi-
ble way for calculating X in a realistic three-dimensional
case.

II. DESCRIPTION OF THE METHOD

We present in this section the application of a
Green’s-function formalism to the calculation of the tun-
neling current. This formalism, although heavy to han-
dle, has several advantages compared to a direct manipu-
lation of the wave functions: first, quantities of physical
interest such as the electronic current, or the density of
states, are easily expressed, and, second, it presents a
good starting point for later introduction of many-body
effects.

To calculate a current, we need two kinds of Green’s
functions: first the advanced or retarded Green’s func-
tions are required, which in terms of stationary states ¢,
of energy E | read

g (x,x)= 3 U x)VE(x) /(0= E, +in) ‘”

(the + and — signs refer, respectively, to the superscripts
a and r); second, we need the g~ Green’s function dis-
cussed by Keldysh'! for out-of-equilibrium situations and
which, here, contains information on the occupied states
of the system:

g (x,x)=2i7 3 U (X)X )8(w—E,) . 2)

oce
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In both expression and throughout this paper we use
Green’s functions which are Fourier transformed with
respect to time variables.

Our aim is to calculate the Gt Green’s function of the
system (electrodes plus vacuum barrier) in a STM
configuration (capital letters refer to the whole system)
from which the current density may be derived:

Jx)= [doReV, G (x,x)| . (3)

—X

J(x) depends in a complex way upon various physical
quantities such as the electronic structure of both elec-
trodes, the applied bias, the thickness of the vacuum bar-
rier, etc. In order to disentangle the different contribu-
tions, we divide the system into three regions, which,
from left to right, describe the electrode I (region L), the
vacuum barrier in the presence of the electric field (region
M), and the electrode II (region R). The location of the
surface S; and S, which limit these regions [see Fig.
1(a)] presents some difficulty. Actually, we wish that, on
the left (right) of S; (S,) the electrons experience the
same potential as in the free electrode (we call free elec-
trode or free surface, an electrode in contact with a semi-
infinite vacuum medium). This is easily obtained if an
abrupt potential discontinuity exists between the inner
potential and the outside, but it is known that exchange
and correlation effects soften the discontinuity, which
makes the partitioning not so simple; for example, this
latter might even become impossible if the electrodes
come in close contact. It is clear that, in that last situa-
tion, our requirement is not fulfilled. Yet, we will discard
these limiting cases, because they represent situations in
which the electrodes are so much perturbed by each oth-
er that there is no hope to deduce information on the free
electrodes from an STM measurement.

We introduce the three Green’s functions g{, gf, g{ of
the free left electrode [associated with the potential de-
picted in Fig. 1(b)] and similar quantities with indexes II
and III, respectively, for an infinite vacuum medium with
the applied electric field, and for the free right electrode
depicted in Fig. 1(c). In all the following we assume that
these functions are known and we use them to evaluate
the Green’s functions G% G’, G of the whole STM sys-
tem, and the tunneling current.

To do so, one recognizes that the behaviors of G*" and
gy in region L are governed by the same differential
equation (this was precisely our goal when we defined S):

only the boundary conditions differ. The same can be
J
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FIG. 1. Schematic representation of the electronic potential
in the electrodes and the barrier: (a) STM configuration (called
whole system in the text); (b) free left-electrode configuration.
The boundary surface S, is chosen in such a way that for each
point located on its left, the potentials in (a) and (b) are equal.
On the right of S, for the free electrode, the vacuum extends to
infinite. (c) Free right-electrode configuration; same considera-
tions as in (b) with a mere interchange of left and right.

said for G*" and g{;" in region M and for G*" and g{j{ in
region R, and the same remark applies to the g * Green’s
functions. Consequently, in perfect analogy with optics,
the propagation of an electron in a given region can be
analyzed as due to a primary source (6 function on the
right-hand side of the Green’s-function differential equa-
tion) plus secondary sources on the boundary surface(s).
The mathematical transcription of this property leads to
the matching equations. They may be found in Ref. 12 in
the case of one boundary and in the Appendix A for the
STM geometry. The matching equations present a
different structure for advanced (or retarded) Green’s
functions and for the g © ones. We derived these latter
from Keldysh’s work.!' Just to exemplify the procedure,
we present here the equations for G*(x,x’) and G *(x,x’)
when both x and x’ belong to L (¥ =a,r) (atomic Ryd-
berg units are used throughout):

G"(x,x’)Zg?(x,x’)—fS dS|[Vgi(x ,x,)G*x,x")—g{(x,x,)VG“(x,,x" )], 4)
1

Gt (x,x)=g{ (x,x')— fs dS,[Vg{(x7,x,)G " (x,,x")—g{(x,x,)VG "(x;,x")]
1

+fsldsl[g,*(x,xl)vmxl,x'-)—Gf(xl,x'Wgr(x,xl)] . (5)

Unless otherwise specified, the gradients refer to the coordinate on which the integration is performed, and we have
specified the positions of x and x’ relative to the matching surface by a superscript: — for left and + for right. This
stems for the existence of a discontinuity of the gradient of the advanced and retarded Green’s functions when x’—x,
arising from the presence of the source term 8(x—x') on the right-hand side of their differential equation. It is unneces-

sary in Eq. (5) since no source term exists for g *.
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The second system, Eq. (5), may be written under a more tractable form, by taking advantage of the relationships

(n =LIII)
g (x,x)=[g)(x,x')—g2(x,x)]10(u, —w) .

(6)

g and pyy represent the Fermi levels of the systems I and III in the presence of the applied bias ¥, and the Heaviside
function © [6(x)=0 if x <0; ©(x)=1 if x > 0] tells that empty states of energies » larger than p do not contribute to

gt at zero temperature. Consequently (x EL,x'EL)

GT(x,x')+ fslds,[c;+<x1,x')ng(x‘,x,>—g;'<x,x,>v0+(xl,x')]

=—2i0(u;—w) Img’,’(x,x')-*—fs dS,[Imgf{(x,x,)VG"(x,,x' 7 )—G"(x;,x")ImVg{(x,x)] | . (7)
1

The resulting system is quite general and, up to now,
we have only assumed that (i) there exists a one-electron
differential equation governing the behavior of the sys-
tem, and (ii) it is possible to define the boundary surfaces
S, and S,. In addition, in the following, we will restrict
ourselves to situations where there are no occupied states
in region M so that gf (x,x’) is identically equal to zero.
We thus exclude from the present study the case of reso-
nant tunneling.

The simultaneous resolution of the two sets of match-
ing equations is given in Appendix B. We found it con-
venient to introduce an operator form of the Green’s
functions:

(x|Glx")=G(x,x"),

together with a symbolic notation for the integration on
surfaces S, and S,:

1) (1l= [ aslx){x],

(8)
12)¢2]= [ dSlx x| .

We discuss the resulting expression for the tunneling

current in the next section.

III. EXPRESSION OF THE TUNNELING CURRENT

In the absence of occupied states in the barrier, the to-
tal tunneling current reads

m
J= [ VdoTr(1Imx{[1')(1'|G*|2)
#

X (2[ImX§;12)(2'|G"[1) . 9)

It involves an integration on energies, limited by the two
Fermi levels of the electrodes (in the presence of the ap-
plied bias) and two integrations on each boundary. The
interesting output of this approach is the natural factori-
zation of the current into three parts, characterizing, re-
spectively, (i) the left electrode in contact with the vacu-
um, (ii) the right electrode in contact with the vacuum,
and (iii) the propagation through the barrier in the pres-
ence of the electrodes. We discuss now these different
factors.

A. Logarithmic derivative of the Green’s function

The electronic structure of the left (respectively right)
free electrode appears in the tunneling current through

[

the operator X{ (X{;). In order to understand the mean-
ing of this operator, we turn back to the matching equa-
tion 4) (x EL,x'EL):

(x[T+V,g11)(1G|x")=(x|g{ 1) (1T +V,G|x") .
(10)

[We have suppressed the superscripts a or r, which
should be the same for all Green’s functions. I is the
identity (x|I|x')=8(x—x’). We have added a subscript
1 or 2 to the gradients to specify relative to which coordi-
nate the gradient should be performed, and we recall that
the gradients are projected upon the normal to the
boundary surface at the point under consideration.] We
now introduce an “inverse” operator G (relative to the in-
tegration on S, ) such that

(x|GI1)(1]G|x")=8(x—x") (11
for all x €S, and x'E€S,. Since
(x|[T+V,G|1){1[G|x")=(x|G|1){1[I+V,G|x") ,

(12)

we find that Eq. (4) has the form of a conservation rela-
tionship:

(x|g DT+ V,gIx" ) =(x |G|+ V,GIx") .

(13)
The operators
X =g, |11 +Vyg) (14)
and
X=G|1){1[(I+V,G) (15)

have the same matrix elements on S;. They can be called
“logarithmic derivatives of the Green’s function” because
in one dimension (S, being defined by x)

dg
1+71?I(x1_x1) %(ﬁxl)
Xlx, )= = .16
(x| Xqlx ) ax) X (16)

Equation (13) thus tells that the logarithmic derivative of
a Green’s function is conserved during a matching pro-
cedure, just as we know that the logarithmic derivative of
a wave function is continuous at an interface. Further-
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more, it is clear from our derivation that the operator X,
is independent on the value of the potential on the right
of S;. We could as well have introduced the Green’s
function g; for an electrode bound by infinite barrier on
the right of S|. A matching equation of the type of Eq.
(4) would have then told us that X;=X; on S,. This
property will be used in the discussion in Sec. IV.

To sum it up, we find that the operator X; [Eq. (14)]
contains all the information on the electronic structure of
the left electrode relevant for the tunneling current. In
Sec. IV, we will examine which states contribute to X,
how it is related to the local density of states on S, etc.

B. Transmission through the vacuum barrier

The transmission through the vacuum barrier appears
in the expression of the current through the matrix ele-
ments {1'|G?2)(2'|G'[1) in which G? and G' are the
advanced and retarded Green’s function of the whole sys-
tem. They are obtained by resolution of the first set of
matching equations in Appendix C. When one considers
their matrix elements of the type {1|/G|[2), it is possible
to write them under the following form:

G=I-T—-U)gy, (17)
with

T=(Vygy—gnl1)V[X)I1 (1], (18)

U=(—Vygy—gul2 )2 [xy2)(2] . (19)

By generalizing the results of the one-dimensional case
obtained in Appendix C, we find that (i) G is a complicate
quantity which depends not only on g,; but also on the
electronic properties of the electrodes. Yet these latter
appear only through the operators X; and X;; described
above. (ii) T and U possess only two kinds of matrix ele-
ments and one can assign a physical meaning to each of
them: (1|{I—TI[1') or {2|/I—U|2") represent the inverse
effective reflection coefficients of the electronic waves at
the surfaces S, and S,. Their vanishing is associated
with anomalous conditions of matching which may reveal
the presence of surface states. The off-diagonal terms
(2IT[1) and (1|U|2) depict effective propagation
coefficients through the barrier. In one dimension they
vary with the barrier thickness D as e ~*? (k is the imagi-
nary wave vector at the energy under consideration). (iii)
The development of G to all orders in T and U gives two
kinds of effects: at the lowest order in e P, it modifies
the bare propagator gy to account for multiple scattering
events in the left and right electrodes thanks to the ma-
trix elements 1|/ —7T11') and {2|I—U|2’) (in terms of
the many-body diagrammatic language, this is a vertex
correction). The second consequence is the inclusion of
all multiple propagation events in the barrier, due to the
off-diagonal matrix elements; in one dimension each addi-
tional path contributes by a quantity U, T,,/(1
— T )(1—=U,,), the product of two propagation factors
(varying each as e *P) weighted by the reflection
coefficients (1—T7,,)" ' and (1—U,,) ' on the electrodes.
This proves that our approach is valid whatever the value

of the barrier thickness; in principle it is able to repro-
duce the tunneling conductance in the limit of vanishing
barrier width,>”!'3 but we should keep in mind that the
result would be questionable because of the uncertainty in
the determination of S| and S,. (iv) The Green’s func-
tion in Eq. (17) may also describe the Fowler-Nordheim
regime. The barrier states associated with current oscil-
lations appear in our formalism as zeros of the off-
diagonal matrix elements of (I —T —U). (v) In one di-
mension, the leading dependence of {x,|G|x,) as a func-
tion of the barrier thickness is in most cases e “*P. Yet
this dependence becomes anomalous (in e*?) for energies
close to a surface state: 1=7T, or |=U,,.

We conclude this section in stressing that, although
not very easily tractable, the expression for the tunneling
current given in Eq. (9) contains all the relevant physics
met in the context of the scanning tunneling microscopy.
Thanks to the natural factorization that it involves, it al-
lows a discussion of the separate roles of the transmission
through the barrier and of the electronic structure of the
electrodes. We have shown elsewhere how to use such an
expression in various one-dimensional models® and that it
is a good starting to derive Bardeen’s result® by a use of
perturbation developments.'©

IV. SPECTROSCOPIC INFORMATION
INCLUDED IN THE TUNNELING CURRENT

We examine in this section which features of the elec-
tronic structure of the free electrodes may be extracted
from the tunneling current. For this purpose, we first an-
alyze in Sec. IV A the one-dimensional case for which
there exists an exact expression of X and we compare it to
the local density of states at the surface of the electrode.
This step represents a generalization of the calculations
in Refs. 8 and 9. The same study is not possible in three
dimensions at the present time: it would require the ela-
boration of a numerical code, which does not exist, to our
knowledge, and this is beyond the scope of this paper.
We thus simply propose in Sec. IV B an indirect way to
achieve this goal.

A. One-dimensional case

In one dimension, several equivalent analytical expres-
sions for X may be derived, depending upon the choice of
the wave-function basis. We first express it in terms of
the bulk Bloch states of the electrode. Then we compare
it to the local density of states at the surface.

(1) To express X as a function of Bloch states of an
infinite crystal, we make use of the property stressed in
Sec. III: X does not depend upon the value of the poten-
tial on the right of S| (for X|). It is thus legitimate to
calculate it by assuming that the periodic potential of the
electrode extends to infinity on the right. We call ¢, and
Y_, (=9¢]) the Bloch states of energy E, and we develop
G (xx") on this basis:

ll)k(x)lli,k(x')

G(xx')=
T & TECE +in

(20)
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If k, represents the Bloch wave propagating towards the
right (x > 0) at the energy E (E =Ek0 and k(> 0), the in-

tegration in k space yields

2imn(k)

G(xx )=—m¢ko(x> Wop (x<) -

(21)

[x ., =max(x,x’); x . =min(x,x’), and n (k) is the densi-
ty of states in the reciprocal space in one dimension:
n(k)=L/m.] There is another way of expressing
G (x,x'), which makes use of the Wronskian W(k,) of

¢ko and ‘/’—k():
Wky)= - yo(x )0, ()= (x)F-v_, (x) 22)
o)=L YolxX i, ko X Vkg(X)

Since ¢k0 and w‘ko are solutions of the same Schrodinger
equation at the same energy, ‘Wko is independent of x,
and G (xx') reads

1

G(xx')=— ¢k0(x> )¢_k0(x <) (23)

This expression obviously satisfies all requirements for
G (xx') including the discontinuity of its derivative at
x =x'. Comparison of Egs. (21) and (23) establishes the
relationship:

1 dE,

W= 2t ) “dk |k=r, @4

The logarithmic derivative of the Green’s function at the
position x is then written

3 . d
X(x)= ax 0% ) ek (25)
G (xx) b Yy (x)

The elimination of ¢~k0 would show that X is equal to
the logarithmic derivative of ¢rk0, but we prefer to keep

Eq. (25) under this form to calculate ImX (x), which,
thanks to the property of the infinite periodic system
¢v_k0 =1[/,to, reads

Wy,

ImX (x)=——5.
2i [ (x)]

(26)
Finally, making use of (24), and of n (E)dE =n (k)dk, we
find

ImX (x)= —— 1 dEtk)
X 4mn (k) w,ko(x)ll dk

1 1
=— . 27
47n (E) I:/;ko(x)lz @n

Several comments can be made. (i) Since X can be calcu-
lated entirely as a function of the bulk wave functions
and energies, one should not expect to extract any
specific characteristics of the surface. (ii) ImX is actually
inversely proportional to the bulk local density of states
at the position x [« n (E)|¢,(x)|*]. (i) ImX is propor-
tional to the group velocity of the electrons at the energy
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under consideration; this seems a reasonable step in the
calculation of a current. Moreover, through this quanti-
ty, the different kinds of atomic orbitals contribute
differently to the current: d orbitals, which are more lo-
calized, give rise to narrow bands and thus to small group
velocities; they contribute to the current less than s-p or-
bitals, as noted earlier with a different approach."? (iv)
In our derivation [from Eq. (21)] we have explicitly as-
sumed that the electrode has propagating states at the en-
ergy E. If E lies in a gap, it is obvious that ImX =0.

(2) We now turn to the evaluation of the local density
of states at the surface of the free electrode; for this, one
writes matching equations similar to (A1) with only one
boundary and one introduces the vacuum Green’s func-
tion g,.!? Denoting X and X, the logarithmic derivatives
of the Green’s function g; and g, on S| (X, is real in the
energy range of interest), we find

1

—_—, (28)
(X, +X,)

gilxx,)=
so that the local density of states N (x;) at the surface
x, which is proportional to —(1/7)Img(x,x,), reads

Il'nX[

Ny (x)=+
T | X+ X,

(29)

Actually this expression is correct when E lies in the bulk
bands (ImX;#0), but N, (x;) also possesses nonzero
values at discrete energies such that ImX;=0 and
X|+X,=0. We already discussed in Sec. III these sur-
face states associated with an anomalous matching
(X;+X,=0) and an infinite reflection coefficient
[(X;+X,) '—]. Keeping this in mind, and provided
that X; +X,70, we can invert Eq. (29):

ImX,=7N,(x )| X;+X,[*, (30)

and say that there exists a rough proportionality between
ImX, and N,(x,), if the factor |X;+X,|? is smooth as a
function of energy, but this is only true at the energies of
bulk bands. At the energy of surface states, although
N,(x,) is nonzero, ImX,=0, and there is no tunneling
current (within the one-electron approximation).

The limitations of the transfer Hamiltonian approach,
which predicts that there is a tunneling current each time
that N (x,)#0, have been made explicit in Ref. 10. In
addition, since it was also shown’ that the tunneling
current could be expressed under a form similar to ours,
with ImX replaced by Img(x 4x ) (x4 close to x,), we
clarify the equivalence between the two results in Appen-
dix D; we stress that both are compatible, since
Imgi(x 4x ,) is not the local density of states at the sur-
face of the free electrode.

B. Three-dimensional case

In three dimensions, there is no such simple means of
calculating ImX as in the one-dimensional case, for
several reasons. First, it depends on the actual shape of
the surfaces S, and S,, which should be carefully studied
case by case. Second, it involves an “inversion” of the
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Green’s operator on the boundary. To our knowledge,
there exist several numerical codes for evaluating a
Green’s operator, but not a 2D-inverse Green’s operator.
It will thus be impossible to carry out a serious discussion
on X without an important numerical effort. We are, at
the present time, exploring a possible path: as demon-
strated in Appendix D in one dimension, but obvious in
3D from Ref. 14, the imaginary part of the X; operator is
proportional to the imaginary part of the Green’s opera-
tor g1 of an unphysical system having the potential of the
left electrode on the left of S; and an infinite barrier on
its right, provided that g; can be evaluated at an
(infinitely) small distance € from the surface. As a conse-
quence, if we apply one of the existing codes to such an
unphysical system, we will get a quantity proportional to
the ImX of the actual free electrode. That may represent
a way to quantitatively measure how much the spectro-
scopic information included in ImX differs from the sur-
face density of states of the electrodes. At the present
time, the only thing which remains obvious, without any
calculation, is that the surface-specific features of the
electronic structure, which depend upon the work func-
tion (position of the vacuum level with respect to the
inner Fermi level) will never be present in X, because, as
we stressed several times in this paper, X is independent
of the value of the potential outside the electrodes (on the
right of S for the electrode I or left of S, for the elec-
trode II).

V. CONCLUSION

This paper presents a calculation of the tunneling
current which makes use of a Green’s function formal-
ism. The two assumptions on which it relies are (i) a
one-electron approximation, and (ii) the possibility of
defining two boundaries S; and S, on the outside of
which the potential experienced by the electrons is equal
to that of the free electrodes. We also supposed that
there were no occupied states in the barrier to write down
all our results, but this hypothesis is not akin to the
method. We showed that the current is expressed as the
trace of a product of four operators: there is a natural
factorization of quantities which characterize the elec-
trodes and the barrier. The transmission through the

barrier displays all multiple reflection paths, which are
important when the barrier width decreases or in the
Fowler-Nordheim regime. It generally varies as ~e ~ <P
with the barrier width D but the dependence may become
anomalous in ~e*? close to surface-state energies. For
the first time the tunneling current is written in terms of
quantities X characterizing the free electrodes. We show
that X depends upon the surface orbitals present at the
given energy, that the group velocity of the electrons
plays an important role, but that all surface features re-
lated to the value of the work function (e.g., the surface
states) are absent because X is independent of the value of
the potential outside the electrode. The expression of X
in three dimensions is quite involved and we have not
found any easy way to evaluate it in a realistic case. Yet,
due to the proportionality which exists between ImX and
the imaginary part of the Green’s function of a fictitious
electrode bound by an infinite potential, some hope of
progress in the future remains.
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APPENDIX A: MATCHING EQUATIONS

Following the method described in the text, we write
down the matching equations which allow us to calculate
the advanced or retarded Green’s functions G¥(x,x’) as a
function of gf, g1}, gi; and then similar equations for
G*t(x,x')(u =a,r). Since we are interested in calculating
the total current or the density of current in the barrier,
we locate the “source” x' of the Green’s functions in re-
gion M. The gradients always refer to the variable on
which the integration is performed —we will, neverthe-
less, keep the subscripts 1 or 2 according to whether it is
the first or the second argument of the Green’s function:

G“(x,x’)=—fS]dS][V2gi‘(x x)GH(x,x' ) —gi(x,x,)V,G*x,x'")] if xEL , (Ala)
G"(x,x')ng‘I(x,x')wLfS]dSI[Vzgi‘[(x+,xl)G (x,x") =g (%,%)V,G“(x,,x )]

-—fszdsz[vzgi‘l(x_,xz)G (XX )—g Y (X,%,)V,G“(x5,x" )] if xEM , (A1b)
G“(x,x')=fszdS2[V2gi‘"(x+,x2)G (%5, X)) — g (x,x,)V,G*x,,x" )] if xER , (Alc)
G+(x,x’)=—fS]dSI[VZg‘f(x*,x,)G (x,x")—g9(x,x,)V,G " (x;,x")]

+fS]dSI[gfr(x,xl)VlG’(xl,x'+)—Vzgf(x,xl)G’(xl,x’)] if xeL , (A2)
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G+(x,x’)=fSIdS,[Vzgfl(x*,x,)G*(x], x)— g4 (x,%,)V,G T (x;,x')]
—fs7dSZ[V2gfI(x’,x2)G*(xz,x’)—g‘{,(x,xz)VIG*(xz,x’)]
+g1+,-(x,x')—fSIdSI[gﬁ(x,xl)VlG’(xl,x’+)—Vzgﬁ(x,xl)G’(xl,x’)]
+fszdsz[gﬁ(x,xzle’(xz,x'*)—vzgmx,xz)af(xz,x')] ifxeM ,

G*(x,x’)=fszdsz[vzgfn(x+,x2)G+(x2, x')—g i (x,%,)V,G T (x,,x)]
—fszdsz[gru(x,xz)le'(xz,x'*)—vzgg,u,xz)G'(xz,x')] if xER .

The second system of equations may be written under a simplified form by expressing g{ and g{j; as a function of g}
and g}j; (u =a,r), and assuming that there are no available occupied states in the barrier (g1 =0):

Gt (x,x')= f dS,[V,g%(x,x,)G " (x,,x')—g{(x,x)V,G " (x},x")]

—2i0(p;—w) [ImG (x,x")+ fS‘dSI[Vzg’f(x*,x,)ImG"(xl, —g8(x,x)ImV,G%x,,x’")] | ifxEL,
G+(x,x')=—fsldsl[vzgfl(x+,x1)G+(x1,x’)—g‘1'[(x,x1)V,G+(x1,x')]

—fSZdSZ[VngI(x_,xz)G (x5, %) —g 5 (X,%X)V,G T(x,,x")] if xEM ,
G+(x,x’)=dez[Vzg?“(er,xz)G (X5, X' ) — g1 (X,%,)V,G F(x,,x')]

+2i6(pm —

“(x,x)~ [ dS,[Vygfu(x ", x)ImG “(xp,x') — g iy (x,%,)ImV,G(x,,x' )] | if xER .
2

(A3)
O is the Heavyside function [O(x)=0 if x <0; ©(x)=1 if x > 0], and y; and p; are the Fermi levels of the electrodes in
the presence of the applied bias.

APPENDIX B: CALCULATION OF THE TUNNELING CURRENT

In this appendix we give the steps which lead to the evaluation of the quantity ReV,G *(x,x) from which the tunnel-
ing current is straightforwardly obtained [Eq. (3)].

First we use Eq. (Ala) and (Alc) to express the gradients of G* as a function of G* and we introduce the operators X {
and X{j; such that

(x [ X} x ) =(x, [g {1 [T+Vg{x)), (B1)
(x| Xy x5 ) =Cx, g l2) (2 1T = Ve iy lx5) . (B2)

(The superscripts tell how the gradients have to be taken. The difference in sign between X{ and X[j; comes from the
choice of the gradients; these expressions are defined when x; and xj lie on S, and when x, and x; lie on §,.) We find
that

(x,IV,G¥x"* ) =(x,|X}I1)(1|G“x"), x €S|, x'EM (B3)

(x,|V,G¥|x" 7)== (x,|X}{;12)(2|G“Ix"), x,ES,, x'EM . (B4)
These equations are used to get relationships between G © and its gradients from Egs. (A3a) and (A3c) (x' €M ):

(Ux¢1) G T x") —(1|V,G T [x' ) =2i0(p;— o) '[ImX{[1)(1|G"|x") , (BS)

(21X 12)€21G T [x") +(2'|V,G T |x') = —2iO(uy;— 0)(2'[ImX§;; 12)(2|G"Ix") . (B6)
Introducing (B3), (B4), (B5), and (B6) in (A 1b) and (A3b), we obtain

(x]Z¥ 1 (1G¥x" Y +{x|Z¥12)2|G |x" ) =(xIglIx") , (B7)

(x]Z¢11)Y G T |x")+{x|Z#;12)(2]G ¥ |x") =2i0(u;— ) x|g{ 11 (V| ImX{[1){1|G"[x")
—2i0(uy—o){x|g{ 12 (2" ImX{; [2)€(2|G"Ix") , (B8)

with
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(x1Z{ 1) ={x [T =Ygy [1) +{x g (1) VIXT 1)

(x\Zi‘]Ilz):<X|I+V2giﬂ2>+<x|gill|2'><2’|Xilu|2) .

(B9)
(B10)

(B7) and (B8) show that there is a relationship between G = and G which reads

(11G Y |x")=2i0(u;—0){1|G 1" I'[ImX{ 1) (1|G"x") —2iO(uy— ) 1]G 2" ) {2’ [ImX {}; [2)(2]G"|x") ,
(2IG T |x")=2i0(u;—0)(2|G 1) (1" ImX{[1){1]G"|x") —=2iO(uy; — 0){2]G?2" ) (2’ |ImX §;; [2)(2|G"|x") .

(B11)
(B12)

The total current is related to either Tr;Re{1/VG *|1) or Tr,Re{(2|VG *|2) which are obtained from (B5) and (B6)

with the help of (B11) and (B12):
Tr;Re(1/VG 7|1)=Tr,Re(2|VG " [2)

=[0(u;— @)=y — )] Tr, {1 ImX§ 1) (1'|G?2) (2| ImX §; [2) (2'[G"[1) .

(B13)

The density of current in the barrier could in principle be derived with our approach, but no compact expression for it

could be found.

APPENDIX C: TRANSMISSION
THROUGH THE VACUUM BARRIER

In this appendix we solve the set of matching equation
(Ala)-(Alc) in order to obtain the matrix element
(11G?2) (|1)€S,, [2)€S,) which characterizes the
transmission of electrons through the vacuum barrier.
The steps of the calculation are the following: from (Ala)
and (Alc) we deduce (x; €S, x'EM, x,ES,):

(x,IV,GIx")={x,IX;I1)(1|G|x") , (C1)
(x,|V,G|x")=—(x,|X;;|12)(2|G|x") . (C2)

We introduce these expressions in (A 1b):
G=gy+(Vogy—gul1 (VX)) (1|G

H(— Vg —gnl2) 21X 2)<2]G . (C3)

Just for simplifying the notation, we call
T=(Vygy—gu1) (VX[ (1], (C4)
U=(—Vg—gul2 )02 1 Xp)2)¢2] . (C5)

Formally it is thus possible to write
G=I-T—-U)"'g,, (C6)

which is equivalent to
G=gyHT+Ugy+HT+U?gy+ . (C7)

Equations (C6) and (C7) represent the most general form
of G that we may use to calculate {(1|G|2).

We give in the following its explicit expression in one
dimension when the surfaces S| and S, are reduced to x,
and x,. T and U have, in that case only two matrix ele-
ments:

T21=<x21Tlx1>, T”:(x]iT‘xl) s

(C8)
U]2:<x1‘U|x2>’

U,y ={x,|Ul|x,) .

Inverting the operator I-7-U stems to inverting a 2X2
matrix. The final form of {x,|G|x,) is
A

(x1|G|x2>=§, (C9)

[
A= Cxylgylx Y1+ (x, Vg y1x,))

—{x VagqIx) xy lgnlxy ) s
B=(1+(x,|V,gylx, ) +{x,lgnlx, ) X )
X(1={x,|Vygylx; ) +{x,lgylx; ) X))
_(<X1|V2811!x2>+<x1|gu|xz>Xm)
X (x| Vagplxy ) = Cx,lgnlx ) Xy)

The numerator A varies as e *°, where D =x,—x, is

the barrier thickness and i« the imaginary wave vector at
the energy under consideration. The denominator B is
the difference between two terms, the first of which is in-
dependent upon D and the second varies as e ~*°. The
electronic structure of the electrodes appears only
through X, and Xy, the logarithmic derivatives of the
Green’s function at the positions x,; and x, of the boun-
daries.

APPENDIX D: CONNECTION
WITH GREEN’S-FUNCTION FORMALISM
USING DIFFERENT BOUNDARY CONDITIONS

The method that we have followed is closely related to
the one used by Caroli et al.>° and Feuchtwang’ in the
context of planar tunneling junctions. These authors
have similarly applied a Green’s-function formalism to-
gether with a matching procedure at the boundaries.
Yet, their boundary conditions were different. For exam-
ple, Caroli et al. developed their result on a basis made
of wave functions which vanish on §; and §,. In Fig.
1(b), this would correspond to the choice of an infinite
barrier on the right of S|. Let us call g; the Green’s
functions of such a system. The tunneling current was
shown® to take a form similar to ours in Eq. (9),
with ImX; replaced by a quantity proportional to
Imgi(x ,,x ). x, represents the position of the last
atom in a tight-binding approach’ or a point at a distance
€ from the surface in a continuous approach.'* Since we
know that on the boundary surface S,;, ImX;(x,)
=ImX(x,), the equivalence between our result and that
of Ref. (5) will be proved if we show that



Imgi(x ,x,)<ImX}(x,). (D1)

For this it would be convenient to make some kind of
Taylor development of g(x 4,x,) when x , is close to
x, and use the property that g{(x;,x;)=0 due to the
vanishing of the wave functions on §|. Yet care must be
taken, since g has a discontinuity of its derivatives when
x =x'; the first-order term actually takes the special form

—min[(x —x,),(x"—x)]:
g1(x,x")=~—min[(x —x,),(x"—x,)]
+(x ——xl)(x’—xl)—aig—i—(x,,x,)+ ce

9132
(D2)

From this we deduce three relationships:
Img—i(x x)~(x'"—x; Mm——— i (x,xl) , (D3)

al 0192

Regi(x,x')~—(x'—x,) ifx'<x , (D4)
Img;(x,x)=(x —x,)’Im a:az(xlx,), (D5)
valid to lowest orders in (x —x) and (x’'—x,). ImX} is
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directly obtained from (D3) and (D4):
ImX;(x,x;)=—Im——— (D6)

The local density of states at x =x,; associated with g}
reads

d%g;
Imgj(x 4,x )=(x xl)zlmalaz(xlx,) (D7)
so that
Imgi(x 4,x )=(x,—x; ) ImXj(x,x,), (D8)

which proves the complete agreement between ap-
proaches using different boundary conditions, as it
should.

It is worth noting, in conclusion, that the mathematics
associated with g are much simpler than what we did.
But the expression of the tunneling current which results
involves the local density of states of an unphysical sys-
tem (electrode in contact with an infinite barrier instead
of the free electrode). We have nevertheless completely
developed this demonstration because it is used in Sec.
IVB to propose an evaluation of ImX; in a realistic
three-dimensional situation.
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