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We consider a simple model of phase-ordering dynamics with nonconserved order parameter in-
troduced by Ohta, Jasnow, and Kawasaki. We demonstrate that, within this model, any expectation
value, including multiple-time-correlation functions, can be obtained. Although the dynamics are
very simple and are spatially non-self-averaging only in a trivial sense, much of the seemingly com-
plex behavior seen in simulations of more realistic models is reproduced. The model of Ohta et al.
also suggests a new type of dynamical universality class that is characterized by the lack of tem-
poral, as opposed to spatial, self-averaging. The predictions of this model are found to agree well

with numerical experiments.

I. INTRODUCTION

In a typical experiment in phase-ordering dynamics, a
system initially in the one-phase regime is rapidly
quenched into the two-phase regime. It is now known
that the subsequent ordering process involves a single
time-dependent length with which all other relevant
lengths scale. This length grows asymptotically as a
power law in time with the exponent depending crucially
on whether the order parameter is, or is not, conserved.!
More recently, attention has been drawn to correlations
between the system at two different times.> > In particu-
lar, Roland and Grant have performed an interesting
Monte Carlo study of the Ising model with nonconserved
order-parameter dynamics.’ Their results indicate that
the growth fluctuations have a noise spectrum of the
form 1/w” and that the spin-flip probability distributions
display multiscaling behavior.® These features were attri-
buted to the (spatial) non-self-averaging nature of the dy-
namics.” ' However, it is often very difficult to deter-
mine if numerical results are truly asymptotic or if, on
the contrary, the observed behavior is due to the finite
times and sizes of the experiment. It is also known that,
while the asymptotic dynamical growth exponents of the
Ising model and the corresponding coarse-grained
description are the same, other features are quite
different.'! Finally, although phase-ordering dynamics is
said to be non-self-averaging,” '° the precise meaning of
this is often unclear.

In order to clarify the situation and explore the interre-
lations of these results and concepts, we consider a model
of phase ordering dynamics with nonconserved order pa-
rameter introduced by Ohta, Jasnow, and Kawasaki.'?
As will be shown, the advantage of the Ohta-Jasnow-
Kawasaki (OJK) model is that any expectation value can,
in principle, be calculated, and the asymptotic scaling be-
havior can be obtained unambiguously. The dynamics
are extremely simple and are (spatially) non-self-
averaging only in a trivial sense. However, many in-
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teresting features, including a 1 /wP-type power spectrum
are observed. More importantly, we find that the OJK
model suggests the possibility of a new type of dynamical
universality class, which is characterized by the lack of
temporal, as opposed to spatial, self-averaging.

Simple multiple-time* and finite-size” ! scaling argu-
ments are used to extend some of the results to phase-
ordering dynamics in general. We find that, in general,
the dynamical behavior of statistical uncertainties depend
on the (spatial) self-averaging exponent. The scaling
forms for the autocorrelation functions and power spec-
tra are also found to depend on the (spatial) self-
averaging exponent.

The OJK model is one of the few analytically tractable
models in phase-ordering dynamics. In light of the
model’s surprising predictions, a second purpose of this
paper is to test the ability of the OJK model to describe
the scaling behavior in more realistic models of the
phase-ordering process. Previous tests of the OJK model
have not been very stringent. To this end, we have per-
formed simulations of the cell dynamical system'* corre-
sponding to the phase-ordering dynamics with a noncon-
served order parameter. The numerical simulations pro-
vide a test of the general scaling results noted above and
of the universality of the effects observed by of Roland
and Grant.> Considering the simplicity of the OJK mod-
el, the numerical simulations are found to agree remark-
ably well with the predictions of the OJK model. In par-
ticular, as predicted by the OJK model, the dynamics are
spatially non-self-averaging only in a trivial sense but
some variables are temporally non-self-averaging.

The organization of the remainder of this paper is as
follows. In Sec. II various definitions and terminology
are introduced. In Sec. III the OJK model is described,
while in Sec. IV results of specific calculations are given.
Section V extends some of the results of the OJK model
to more general systems exhibiting dynamical scaling.
Section VI describes the numerical simulations and com-
pares the results with the predictions of the OJK model.
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Section VII is a discussion and summary. The details of
the calculations described in Sec. IV are shown in the
Appendix.

II. DEFINITIONS

We start with more precise definitions of the terminol-
ogy used in this paper. Consider performing an exper-
mental measurement of an intensive quantity g. There
are three ways one might attempt to decrease the statisti-
cal uncertainty

(8g2)'2=((g—(gN*)'"*.

The ( ) indicates an ensemble average. The first way is
to increase the number of independent trials n. The un-
certainty always decreases as 1/V'n. The second way is
to increase the volume of the system L4 where L is the
linear system size and d is the spatial dimensionality. In
general, the uncertainty in g will decrease as L ~2/2. Us-
ing the terminology of Milchev et al.,” we will refer to
this as spatial self-averaging and A as the spatial self-
averaging exponent. If A=d, g is said to be (spatially) a
strongly self-averaging quantity, if 0 <A <d, g is said to
be (spatially) a weakly self-averaging quantity, and if
A=0, g is said to be (spatially) a non-self-averaging quan-
tity. Note, however, that it is the combination of the
physical observable and the dynamics that has, or does
not have, the property of being spatially self-averaging,
not the quantity nor dynamics alone. For example, as
noted by Milchev et al., the magnetic susceptibility y ob-
tained from the fluctuation dissipation theorem,
x <L (8m)?), where m is the magnetization density, is
a spatially non-self-averaging quantity even for equilibri-
um systems far from any critical point. Therefore, the
lack of (spatial) self-averaging is not, in itself, a sign of
“complicated” dynamics.

Hence, to generalize the observation of Milchev et al.,
we note the following sufficient conditions for obtaining a
non-self-averaging quantity. Let A4 be the density of a lo-
cal quantity O(r), namely 4 =L ‘dfdr O(r). Consider
X=f(L%?64), where 8 A4 is the fluctuation in 4 and f
is any piecewise continuous function. Then, if
(O(r)O(r')) decays to zero sufficiently fast as
|r—r1'| - oo (faster than |[r—r'| ~¢), the quantity X will be
(spatially) non-self-averaging. This conclusion is due to
the following considerations. Under the above cir-
cumstances, two widely separated regions will be un-
correlated and the central limit theorem shows that A is
a Gaussian process. Straightforward analysis reveals that
X is (spatially) non-self-averaging. Under these cir-
cumstances we refer to the non-self-averaging behavior as
“trivial” to distinguish the possibility of non-self-
averaging behavior of more significant origins. We will
demonstrate that, if a quantity is non-self-averaging in
this sense, one can obtain a spatially non-self-averaging
observable with as much precision as a strongly self-
averaging one.

The third way one might attempt to decrease the un-
certainty is to perform longer experiments and take the
time average. If the system is ergodic, the uncertainty
will decrease as 1/V't for large ¢, where ¢ is the length of
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the experiment. In a phase-ordering experiment, one is
interested in the approach to the stationary state, so the
interesting behavior is inherently nonergodic. However,
time-independent amplitudes can still be defined.® Let
g (2) be a time-dependent quantity which behaves asymp-
totically as g(z)~tP. Dividing by the asymptotic form
defines an amplitude with a time-independent expectation
value, i.e., g(¢)/tP. We will say g is temporally self-
averaging if the uncertainty in the corresponding ampli-
tude vanishes in the limit of an infinitely long experiment.

Since we will be interested in a nonstationary system,
we must also generalize the usual definitions of correla-
tions for stationary processes. For {g(t))7#0, we will
call

(8g()))12 /(g (1))

the “reduced” uncertainty of g (z). We will call
(8g(1,)0g(t,)) /[{glt;){g(t;))]

the reduced autocorrelation function of g.

I11. THE OJK MODEL (DESCRIPTION)

The OJK model can be thought of as the simplest mod-
el of phase-ordering dynamics with a nonconserved order
parameter which includes the following experimentally
observed features: (1) The characteristic length scale
R (1) (e.g., size of domains) grows as ¢!/2. (2) The order-
parameter field ¥(r,t) is at one of the bulk equilibrium
values t,, everywhere except at the interfaces. (3) The
interfacial thickness is time independent and, in the scal-
ing regime, is much smaller than R (¢).

The main feature of the method of Ohta et al. is the
determination of the late-stage phase-ordering dynamics
through the introduction of a spatially smooth auxiliary
field u(r,z).'?> The u field obeys the diffusion equation.
The order-parameter field ¥(r,?) is then obtained from
the u field via a nonlinear mapping

U(r,t)=1sgn[u(r,t)] .

More technically, the OJK evolution equation for u
can be obtained from the time-dependent Ginzburg-
Landau equation (TDGL) for ¢. By assuming that the
interfaces are in local equilibrium, one obtains a non-
linear equation for u which is, effectively, the equation of
motion for the interfaces.!> Ohta et al. then make a type
of mean-field approximation. The effects of nonlinearity
are absorbed into a ‘“renormalization” of the coefficients
of the linear terms, and a simple diffusion equation is ob-
tained for u.

A weakness in the OJK model is that the u field is not
uniquely defined by the physically observable ¢ field. To
address this question, Oono and Puri'® made a smooth
nonlinear mapping from u to ¢, i.e.,

U(r,t)=¢nelulr,t)),

where 7¢(u) is a continuous single-valued function of u
which converges to the sgn(u) as £—0. & can be inter-
preted as the interfacial thickness. The explicit effect of
nonzero § is included by choosing n¢(u) to be the smooth
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interfacial profile of characteristic width £. In the Oono-
Puri extension of the OJK model, the dynamics of the u
field are kept linear,

Qu
ot

where D is an effective diffusion constant (which can be
related to the surface tension), and h(¢)=(d +1)/4t is
chosen so that the interfacial thickness is time indepen-
dent. However, the only effect of the finite interfacial
thickness is a change in the nonlinear mapping 7.(u)
from sgn(u). It has no effect on the asymptotic scaling
behavior which is still governed by an underlying
diffusion equation.

By a different method, Kawasaki et al.!” obtained Eq.
(3.1) with a different effective diffusion constant,
h(t)=const and a specific .. However, Kawasaki er al.
and Ohta et al. arrive at the same asymptotic scaling be-
havior and, in both cases, the way in which the linear
equation for u is obtained from the TDGL equation is
not controlled. This is also true of the Oono-Puri exten-
sion of the OJK model.

Due to the simplicity of the linear equation underlying
the dynamics, any expectation value can, in principle, be
calculated. In particular, the OJK model correctly pre-
dicts the dynamical scaling behavior and the ¢!/? growth
of the characteristic length scale in agreement with exper-
imental,'® numerical,'® and other analytical results.'> In
the scaling regime, the quasistatic scattering function is
of the form

=DVu+h(tu , (3.1)

S (D= (DP_ (1)) =R (t)%f(q), (3.2)
where ¢, (z) is the Fourier transform of #(r,t),
g=R (t)|k|, and f(q) is the scaling function. The OJK
scaling function is found to be in quantitative agreement
with experiments,'? especially if the Oono-Puri extension
is included.'® As predicted by the OJK model, the exper-
imental scaling function f(gq) has a maximum at ¢ =0
and, for large ¢, f(q) seems to approach the Porod’s
law® form f(g)~g ‘“*V at long times.'® However,
these features are not a very stringent test of the OJK
model. The peak at ¢ =0 arises because the ¢ field is un-
correlated at large distances. Both this feature and the
t'/2 growth law is due to the diffusion equation which
governs the dynamics of the u field. The Porod’s law
form at large g is due to the presence of sharp interfaces.
In the OJK model this is represented by the sharpness of
the nonlinear mapping 7. Due to the large scatter of the
data for Sy (¢) at small k, any function f(g) which con-
nects the large- and small-g limits smoothly and mono-
tonically will give reasonable agreement with the experi-
mental results.

Independently of its alleged origins in the TDGL equa-
tion, the OJK model can be considered to be the simplest
possible model of the phase-ordering process. Since the
asymptotic behavior of the OJK model can be obtained
unambiguously, the OJK model is a useful tool in deter-
mining if an observed effect is merely a consequence of
scaling or is due to some more complicated feature of the
dynamics. It is also instructive to test the validity of the
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OJK model against more realistic models of phase-
ordering dynamics, for example, the TDGL equation it-
self. In particular, knowing the failures of the OJK mod-
el will be useful in obtaining insight into features that are
needed in the construction of more realistic models,
which, one hopes, remain tractable.

IV. THE OJK MODEL (CALCULATIONS)

To specify completely the OJK model one must specify
the initial state « (r, =0) and the exact form of the non-
linear mapping 7,. For simplicity, to represent random
interfaces, the initial u field is chosen to have a Gaussian
distribution with zero mean and no spatial correlation.
This reduces the calculation of expectation values to a
series of Gaussian integrals. The detailed form of 7, will
have no effect on the asymptotic scaling behavior, so we
follow Oono and Puri and choose 7, such that dng(u)/du
is a Gaussian of width £. This choice of 7, simplifies the
Gaussian integrals.

Oono and Puri calculated the equal-time two-point
correlation function for the order parameter . An ex-
tension of their calculation gives the two-time two-point
correlation function

(Yrp, t)0(r,,8,)) .

The details are shown in the Appendix. The general
two-point correlation function is

. __ 2
MH @

( ) =arcsi
¢1¢2 n l%+l%

B1ByY 1,€xp

where ¥; =i(r;,t;), 1;=(4Dt;)'/? is the time-dependent
diffusion length, and

21in d2
17+1;
Bi=[1+(&/1,*]7'%.

Yij=

(4.2)

Here f3; contains the corrections due to the finite interfa-
cial thickness. To simplify the notation, we set ¥, =1.
The results of Ohta et al. are recovered in the limit £/1;,
§/1;—0 (B;,B;=1). Note that, in general, y;=1, y;; is
symmetric (y;=v ;) and y;—0 as either /;/];—0 or
[/l — .

To study the consequences of spatial self-averaging, we
will consider two commonly used definitions of the
characteristic length scale R(¢). The order-parameter
length scale is

R, (t)¥=L%m(n)?, (4.3)

where m (t)=L ‘df dry(r,t) is the order-parameter den-
sity. The second length scale is the inverse area density

R, ()=1/a(1), (4.4)
where
a(t)=(1/L% [dr|Vi(r,1)|8(¢(r,1))

is the interfacial area density. The two definitions of
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R (¢) behave the same way asymptotically, but, within the
OJK model, R,(t) is spatially strongly self-averaging
while R, (t) is spatially non-self-averaging. However, as
we will demonstrate, both R, (¢) and R,(t) are temporally
non-self-averaging.

The strategy is mapped here. The full calculation is
given in the Appendix. Two regions separated by much
more than the effective diffusion length (/2 +413)!/? are
uncorrelated. Restricting the analysis to the scaling
regime [L>>I(T)], both {m(z):0<t=<T} and
{a(t):0<t =T} are sums of independent processes and so
are Gaussian processes. The first and second moments of
m(t) and a(t) can be calculated in a straightforward
manner and completely specify the probability distribu-
tions of both m (¢) and a(¢). From these probability dis-
tributions we can calculate all the moments of R,,(¢) and
R, (). This strategy can be used to calculate any correla-
tion function as long as the quantities can be written a
functional of u.

We find that the probability distributions of both R, (#)
and R,, (1) display scaling with a single length, i.e.,

(R(1)7) ~t972~1(1)7,

in agreement with the kinetic Ising model results of Ro-
land and Grant.® The reduced correlation function
C,(t,,t,) of R, (t)is of the form

_ (B8R, (1,)8R,,(1;))
T (R, (t;)){(R,,(1;))

=B\BrF 1 a(BiByY12)

where ¥, and f3; are defined in Eq. (4.2). The exact form
of F,, ;(y) depends on the spatial dimension d but is in-
dependent of the system size L. The reduced uncertainty
[C.(t,1)]'/? is therefore independent of L making R, (t)
a (spatially) non-self-averaging quantity. Since the sys-
tem is uncorrelated at large spatial separations, the cen-
tral limit theorem applies and R,,(¢) is spatially non-self-
averaging in the trivial sense.
The reduced correlation of R,(¢) is of the form

1112 d/2

‘2_2“ Fa,d(7’12) ’

C,(t,t,)

4.5)

C,(t,,t,)= 4.6)

where F, ,(y) is another L-independent function of y.
Setting t,=t,=t, we find that C,(t,t) decreases as
[1(t)/L]"% making R,(t) a (spatially) strong self-
averaging quantity.

However, both R, (¢) and R,(¢) are temporally non-
self-averaging quantities. Figure 1 shows C,(¢,,7,) and
C,(t,t,) for d =2. We have taken the scaling limit
B,=1. The important feature to note is that, for fixed ¢,
both C,, and C, remain finite as ¢, — o. This is true for
any d 2 2. Therefore, the reduced correlations of both
R, (t) and R,(t) do not vanish as t,/t;— o and within
the OJK model both R,(t) and R, (t) are temporally
non-self-averaging quantities.

This is a surprising finding and, as far as we know, the
possibility that the correlations do not vanish has not
been previously considered. We first demonstrate that
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FIG. 1. Linear plot of the reduced autocorrelation functions
C(t,,t,)/C(ty,t,) for R, (¢) and R 4(¢) for the OJK model in
two dimensions. C,,(¢,,t,) (solid line) and C,(¢,,t,) (dotted
line) are plotted vs ¢, /t,. The limit §/1,,£/1,—0 has been tak-
en. The interesting feature is that both C,, and C 4 remain finite
ast,/t,—0.

the lack of temporal self-averaging is not an empty
feature. Assume that for any single initial condition,
asymptotically R (1)~ A(t —t,)"/>+b. A first guess
would be that ¢, and b depend on the initial condition,
but that the amplitude A is a property of the asymptotic
dynamics, and is therefore independent of the initial con-
dition. Without loss of generality we can assume
(t,)={(b)=0. The reduced correlation of R (7) is then

(8R(t)R(ty))  (15) (b?)
(R())(R(ty))  4tyt,  Ar)?41)?
(tob) (tyb)
0 N %)
2t AtY? 2, At)?

The reduced correlation thus vanishes for fixed ¢, as
t,— oo. Therefore, in order for R () to be a temporally
non-self-averaging quantity, the asymptotic amplitude A4
must depend on the initial condition and is, hence a sta-
tistical quantity.

In order to compare the OJK model to the kinetic Is-
ing model simulations of Roland and Grant, we have cal-
culated the “power spectrum” for the reduced quantities
R, (t) and R,(t). The power spectrum is defined as

$(@)= tim §, ()

folt, —t,)

. 1 T T
= lim 7f0 dtzfo dt,C,(t,t;)e )

T—x

(4.8)

where C, isA the reduced correlation function for the
quantity g. S, 7(w) will exist for any finite T, but, if the
process is not stationary, there is no reason to expect
.§g(w) to exist, i.e.,Ait may be zero of infinite. We numeri-
cally integrated S, r(w) for both R,(z) and R, (2).
Ser~1 /w* for the entire regime i/r\westigated (about four
decades in © and eight decades in S, 7).

This result differs from that of Roland and Grant for
the two-dimensional kinetic Ising model. They found
that the Fourier transform behaves as approximately

1/0%°. However, it should be noted that although the
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quantity calculated by Roland and Grant is the same as
(4.8) for T— o, the two definitions may be different for
finite T. Roland and Grant first averaged over ¢, +t, and
then calculated the Fourier transform of the averaged
quantity with respect to the time difference t; —¢,.%!
One can also consider the Fourier transform of the rel-
ative correlation function at fixed ¢,
Reftlwdtzelw(tl tz)cg(tl,tz) . (4.9)
For a stationary variable this is equivalent to the power
spectrum, but this is not true for nonstationary quanti-
ties. In order to determine the small w behavior of the
Fourier transform, one must determine the large ¢, /¢,
behavior of the correlation function. As shown in the
Appendix, C,(t,,t,) decays toward its nonzero asymptot-
ic value as (¢, /t,) for d 22. Therefore, for small o, the
Fourier transform of C,(t,,t,) (for fixed ¢,) behaves as
1/Inw for d 22. C,(t,t,) decays toward its asymptotic
value as y3,~(t, /t,)?/%. For small o, the Fourier trans-
form of C,(t,,t;)~1/Inw for d=2, but, for d>2,
C,(t1,t,)~co—w'? ~?7% where ¢, is a constant.

V. GENERAL SCALING RESULTS

In this section, we will extend some of the specific re-
sults of the OJK model to dynamical scaling behavior in
general. Let L be the system size and £ be a microscopic
length scale. For example, in phase-ordering dynamics
(with scalar order parameter), £ is the interfacial thick-
ness. Let the time-dependent characteristic length scale
R (t) grow as t%, and let the scaling variable g (¢) have di-
mensions of L*. The finite-size scaling hypothesis for the
probability distribution of g takes the form

P(g,t,L.&)=g 'Q(gL " R(1)/L,E/L) , (5.1)

where Q is a dimensionless function only of the dimen-
sionless ratios, gL ~*, R(t)/L, and £/L.

Assme that, in the thermodynamic limit, all the mo-
ments {g(¢)?) are finite (for finite ). Furthermore, as-
sume that, at fixed R(¢)/L, the limit £/L —0 is non-
singular. This guarantees that the integrated probability
is finite in the thermodynamic limit (at fixed R /L).
These two assumptions are often, but not always, valid.?

Taking the limit £ /L — oo, the moments of g are

(g()=L% [dgg? 'Q(g,R(1)/L,0)
=L%F, ,(R(1)/L)

~R ()P~ ¥ (5.2)

where @ =gL ~*. This follows from the requirement that
the thermodynamic limit exists. Together the two as-
sumptions require that g (¢) displays scaling with a single
length scale.

Consider the one-time reduced correlation function of
the scaling variable g. Using Eq. (5.2), C,(4,1) is of the
form

Fy(R(1)/L)

C,(t,1)= >~
Fy (R(t)/L)

(5.3)
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The reduced correlation is a function only of R(¢)/L,
and therefore the uncertainty in g is also a function of
R (t)/L only. If the uncertainty in g decreases as L ~4/2,
then Eq. (5.3) requires the uncertainty will grow as
R ()",

This has practical implications. It is obviously impor-
tant to be able to determine whether a variable is, or is
not, spatially self-averaging. However, it is often very
difficult to obtain an accurate value for the self-averaging
exponent A. The standard method would be to investi-
gate the decrease of the uncertainty as a function of the
system size L, but this requires that measurements be
made for a sufficient range of L. It is necessary to aver-
age over many configurations at each L to obtain the re-
duced uncertainty, so practically one is limited to making
measurements at only a few values of L. Furthermore,
very small L cannot be used since other types of finite-
size effects (such as edge effects) may become important.
This makes it quite difficult to obtain an accurate value
for A. Relation (5.3) gives an alternative method to
determine A. One can fix L and determine A by studying
the growth in the reduced uncertainty with ¢. The extra
effort required is minimal as one can measure A using the
same experiments used to study the dynamical scaling be-
havior of g(z). Given limited computational resources,
this method will allow for a more precise estimate for A.
Examples will be presented in the next section.

If g is a spatially non-self-averaging variable, many in-
dependent measurements of g must be made to obtain a
precise value of (g ). However, it may still be possible to
obtain (g ) with as much precision as for a self-averaging
variable. The reason is that, if g is non-self-averaging
only in a trivial sense, there will be a correlation length /
such that the system is uncorrelated over lengths larger
than /. Effectively independent subsystems can be creat-
ed by breaking up the system into subsystems of linear
size much larger than /. Measurements of g on different
subsystems are effectively independent, thus increasing
the precision of the average by increasing the number of
trials. Therefore, if one recognizes that a quantity is spa-
tially non-self-averaging only in the trivial sense, one can
obtain the non-self-averaging with as much precision as a
strongly self-averaging quantity.

We next obtain the scaling form of the power spec-
trum. Combining finite-size and multiple-time scaling*
requires that the reduced autocorrelation function is of
the form

C,(1,,t),L)=L*F,(R(t;)/L,R(t;)/L) . (5.4)
To connect this with Eq. (5.3), we rewrite this as
A/2
.| R(t;) R(t,)
Cylty,t5,L)=L" AR A
XFg(R(t,)/R(t;),R(¢y)/L) . (5.5)
Setting ¢, =t gives
A
o | R()
Cylty,t,,L)=L" | —— | F(L,LR(t;)/L) . (5.6)

Equation (5.3) requires that this be a function of the ratio
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R(t;)/L only so that A’=0. In addition, the self-
averaging exponent A is defined in the large-L limit so
F,(y =1,x) must approach a constant as x —0. We will
assume that this is true for general y, i.e.,

Fy(y,x —0)=F,(y) .

The two-time correlation function (in the large-L limit) is
then of the form

8, (@)= lim 5, (w)
1 A
= lim T

T—

= lim L AT *F (oT) ,

T— o

where ﬁg(wT) is a function of T only and T is a multi-
ple of 27. We have used R (¢)~t* If the power spec-
trum exists, i.e., is nonzero and finite in the limit 7— oo,
the power spectrum will be of the form 1/w'*t*2. How-
ever, since g is not a stationary variable, §g(m) does not
necessarily exist.

VI. NUMERICAL RESULTS

To test the detailed predictions of the OJK model, we
have numerically simulated the phase-ordering dynamics
of a nonconserved order parameter. The cell dynamical
systems method introduced by Oono and Puri'* was used.
The dynamics are defined by the coupled map

¥, ;(t +1)= 4 tanh[y, ;(1)]

where i and j are indices defining the position on a two-
dimensional square lattice and ¢, the “time” is the num-
ber of updates. Periodic boundary conditions are used.
For efficiency, we choose operating parameters 4 =1.3
and D =0.5, but, within limits, the specific choice does
not matter. ({1, ;(¢))) is the average of ¥ over the
nearest neighbors of lattice site i, j,

(Y (ON =141, (O ;(2)
(O +Y (0] .

The initial state 3, ;(0) was chosen to have a Gaussian
distribution about ¥y=0 of width 0.05 and no spatial
correlation. The cell-dynamical systems method is
equivalent to integrating the discrete time-dependent
Ginzburg-Landau equations using very large time and
space steps.23

For the two characteristic lengths R, (¢) and R, (¢), we
use discrete versions of (4.3) and (4.4). On a lattice of n?
cells, the order-parameter length scale is

(6.1)

(6.2)
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Cplty,15,L)
A/2

R (1)) R(t,)
- Fg(R(tl)/R(tz))’

L L

(5.7

where, from symmetry considerations, F(y)=F(1/y).

The scaling form of the power spectrum is now easy to
obtain. The power spectrum of g (¢)/{g(¢)) is defined in
Eq. (4.8),

1 T T ity —1,)
7[() dtlfo diye 2T (2,0, B F (15 /1)

(5.8)
[
2
1 ¥, (1)
R, ()=— - , (6.3)
" n? % d}eq
where 9, is the fixed point of the mapping
x; .= A tanh(x;). The inverse area density is
R,(t)=n?/N,(1), (6.4)

where N,(¢) is the number of cells that are on an inter-
face at time ¢. A cell is defined as being on an interface if
¢, ()| =(0.6)¢,,. We have also considered other cri-
teria for determining interface sites. No change in the
scaling behavior was observed.

The simulations were carried out on n Xn lattices with
n=192 (28 initial configurations), n =256 (24 initial
configurations), and » =384 (20 initial configurations).
2896 updates were made from each initial condition. Un-
less otherwise noted, the quoted results will be from the
simulations on the 3842 lattices.

As expected, the two length scales R,,(¢) and R,(¢)
grow asymptotically as ¢!/2. For the latest times (2896
updates), both R, (¢) and R,(t) are about 40 lattice spac-

ings or approximately X of the largest lattice. The re-

10
sults for the 3847 lattice and the 256 lattice were con-
sistent with one another, but for ¢ = 2000, deviate from
results for the 1922 lattice. This was consistent with our
observation that finite-size effects were found in the real-
space correlation function when the pattern size reaches
about 1 of the lattice.

The circularly averaged scattering function is

s 1

Sy(1),
M(K) j_pp Tl <k+ak b

(6.5)

where Ak =27 /n and M (k) is the number of k modes in
the shell k—Ak <|k|<k-+Ak. Figure 2 shows the
scaled  circularly averaged scattering function
R(t)725,(¢) versus ¢ =kR (¢) along with a fit of the OJK
result. R,(¢) is used for the characteristic length. Data
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kR(t)

FIG. 2. Linear plot of the scaled scattering function from the
simulations on the 384? lattice. Data from four times are
shown: O (£=256), + (+=512), * (r =1024), and @ (t =2048).
The solid line is the two-parameter OJK fit. There is reasonable
agreement with the OJK resulit.

for four times from ¢ =256 to 2048 are shown. The OJK
scaling function f(q) is obtained by Fourier transforming
the real-space correlation function given in Eq. (4.1). The
fit contains two adjustable parameters, 4 and B, defined
by f(0)=B and /(t)= AR(t), where I(?) is the diffusion
length in the OJK model. The fit parameters are ob-
tained in a very crude manner; a fit is made to one set of
data (¢ =1024) and the same values of 4 and B are used
for all the other times. As expected, there is reasonable
agreement between the simulation and the prediction of
the OJK model.

Figure 3 shows f(g) plotted on a log-log scale along
with the OJK result. The behavior at large g can be fit
very nicely if the Oono-Puri extension is included. How-
ever, even without the Oono-Puri extension, the data are
approaching the OJK prediction for large ¢. In fact, for
the latest times, Porod’s law f(q)~gq ~> is approximately
obeyed over two decades in f(q). This is, to our
knowledge, the first time Porod’s law has been unambigu-
ously observed in a numerical simulation of the phase-

10°

R%S(k,t)

10—4 N |
10° 10!

kR(t)

FIG. 3. The same data as Fig. 2 plotted on a log-log scale.
For large g the uncertainty is about the same size as the sym-
bols. In the OJK model f(q) obeys Porod’s law for large g,
f(g)~gq 3. The data from the simulations slowly approaches
the OJK form with increasing z. For the largest ¢, Porod’s law
is obeyed over two decades in the scattering function.
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ordering process.

The scattering function does not provide a very
stringent test of the predictions of the OJK model. This
is especially true for small k since the data show large
scatter. Therefore, in order to test whether the OJK
model accurately describes the large-scale behavior, one
must look directly at the real-space correlation function
at large spatial separation rather than the scattering func-
tion at small k.

In order to directly compare the simulation results
with the predictions of the OJK model, we have eliminat-
ed the explicit dependence on the interfacial thickness by
applying the mapping ¢(r,t)=sgn[¥(r,?)] before calcu-
lating R, (¢). This means that, effectively, the interfacial
thickness is one lattice spacing. The mapping thus elimi-
nates the extra adjustable parameter introduced in the
Oono-Puri extension of OJK model. Note that, although
there is no longer any explicit dependence on interfacial
thickness, there may still be implicit dependence on the
interfacial thickness, i.e., the finite interfacial thickness
may lead to a violation of scaling by affecting the dynam-
ics.

Figure 4 shows the circularly averaged scaled real-
space correlation function G(r/R,(t)) along with the
OJK result given by Eq. (4.1). There is one fit parameter
defined by /(t)= AR,(t). The same value of 4 was used
as in Fig. 2. Data are shown for five times ranging from
t=128 to 1024. There is excellent agreement with the
OJK result. As long as finite-size effects are unimportant
(r <n/4), the correlation function decays as predicted by
the OJK model, G(x)~exp(—x?) for large x.

To study the behavior at large temporal separations
we consider the two-time correlation function
(Y(r,t,)¥(r,t,)). The explicit effect of the interfacial
thickness has again been eliminated by applying the sgn
map. Figure 5 shows the two-time correlation function
for six different ¢; from ¢,=128 to 1024 and
t; <t,<2896. There is remarkable agreement with the
zero-parameter OJK result for all ¢,¢, shown.

Therefore, somewhat surprisingly, there is excellent
agreement between the simulation data and the OJK

-

G(r/R(t))

0 : 2
r/R(t)

FIG. 4. Plot of the scaled real-space correlation function
from the simulations. The uncertainties are smaller than the
size of the symbols. The solid line is a one-parameter OJK fit.
Data from five times are shown: X (¢t =128), O (r =256), +
(t=512), * (t=1024), and @ (t =2048).

o



10 530

[

<Y ¥>

0 N " aal
10° 10!

ta/t

FIG. 5. Linear plot of the two-time correlation function
{(r,t,)¥(r,t,)) vs t,/t,. The uncertainties are smaller than
the symbol size. The solid line is the zero-parameter OJK re-
sult. Data from four ¢, are shown (¢, =128-1024) but the data
points fall on top of one another and cannot be differentiated.

correlation functions at both large spatial and temporal
separations. Since the ¢ field completely defines the sys-
tem at a given time, this suggests that the asymptotic
scaling behavior of most quantities should agree with the
OJK predictions. In particular, since the equal-time
correlation function ) decays rapidly with increasing
spatial separation, we expect that the system can be bro-
ken up into independent parts and, as noted in Sec. II,
the only non-self-averaging quantities will be those that
can be related to the fluctuations of a self-averaging
quantity.

To test this, Fig. 6 shows the reduced uncertainty
squared for R,,(¢) and R,(¢) on a log-log scale. The line
has a slope of unity. In this case we have divided each
384X 384 lattice into four 192X 192 lattices, giving 80
configurations. Based on our result for the real-space
correlation function, these configurations are effectively
independent except, perhaps, at the latest times. As
shown in Fig. 6,

10° . T
o T 1 ¥ I35ysggaes
& .
N 107t ¢ -
-y
% 1072 | .
v I

107 . '

10! 10? 10° 10*
t

FIG. 6. log-log plot of the reduced uncertainty squared for
R, (1) (solid square) and R,(¢) (open square) vs t. The solid line
has a slope of 1. To within the statistical uncertainty, the re-
duced uncertainty of R,,(z) is time independent while the re-
duced uncertainty squared of R,(#) increases asymptotically as
t~R(1)>
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([8R,,()]*) /{R,,(1))?

is time independent to within the statistical uncertainty.
Based on the scaling arguments in Sec. V, this implies
that R, (¢) is spatially non-self-averaging. On the other
hand,

([BR,()*)Y /(R (1))?

increases asymptotically as t ~1(¢)>. Again based on the
arguments in Sec. V, this implies that R,(#) is a (spatially)
strongly self-averaging quantity.

Figure 7 shows the normalized reduced correlation
function for R, (1),

C,(t,1,)/C, (t,t})

along with the zero-parameter OJK result. Data for five
different ¢, are shown from ¢;,=256 to 724 and
t; <t,=<2896. A representative error bar is also shown.
There is a systematic deviation from the OJK result, but
the deviation violates dynamical scaling and decreases for
fixed ¢,/t, as t, is increased. We have also considered
the reduced correlation function without eliminating the
explicit effects of the finite interfacial thickness, i.e.,
without applying the sgn mapping. In this case, the devi-
ation from the OJK result increases greatly. Based on
these observations we interpret the deviation from the
OJK result as being a scaling violation due to nonasymp-
totic effects, i.e., we expect that, for fixed ¢, /¢,, the simu-
lation results will approach the OJK form as ¢, is in-
creased, assuming that L is sufficiently large so that
finite-size effects remain unimportant.

Figure 8 shows the normalized reduced correlation
function for R, (1),

Ca(tl’tZ)/Ca(thtl)

along with the zero-parameter OJK result. The agree-
ment with the OJK result is much worse than that for

thtl)

C
o
|

t/te

FIG. 7. The normalized reduced correlation function
C,.(t,,t,) for R, (1) vs t, /t,. Data for four different 7, along
with a representative error bar are shown: * (z;,=256), O
(t,=362), + (1, =512), and @ (¢, =724). The uncertainties are
very large. The solid line is the zero-parameter OJK result.
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FIG. 8. Same as Fig. 7 but for R,(¢) instead of R,,(¢). In this
case, the agreement with the zero-parameter OJK result is
much worse.

R, (2) although still within the statistical uncertainty.
Therefore, although the numerical results are not incon-
sistent with the OJK prediction, we cannot rule out that
the reduced correlation will decay to zero at large 7, and
that, contrary to the prediction of the OJK model, R,(¢)
is temporally self-averaging. In fact, a fit of the tail will
give a reasonable fit of the form (¢, /¢, )8, where B<<1
over a limited range. Such as result would be consistent
with that of Roland and Grant.3

There are two points to note. First, due to our cri-
terion for deciding whether or not a point is on an inter-
face, we were unable to eliminate the explicit effect of the
interfacial thickness in determining R,(z). If the sgn
mapping were not applied before determining C,,(¢,,t,),
the deviation from the OJK result would be almost as
large as that of C,(t,,t,). Without the sgn mapping, the
behavior of C,,(t,,t,) at small 7, /t, would also be very
similar to that of C,(¢,,¢,).

Second, for ¢, =0, C,(z,t,) measures the rate at which
the dynamical system loses its memory of the initial non-
scaling state. This is outside the range of validity of the
OJK model in which it is assumed that there are well-
defined interfaces at both ¢, and ¢,. Therefore, to deter-
mine whether a quantity is temporally self-averaging, we

107 '

1 O—G 1
10 10° 10*

wT

FIG. 9. log-log plot of the scaled power spectrum
T'* 28, +(T) for four different T from T=600 to 2400. The
lower set of four lines is for R,, while the higher set is for R,.
The thicker solid line is the OJK prediction of S, r ~ 1/
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need to consider the limit ¢, /¢t,—0 with ¢, fixed and
sufficiently large so that well-defined interfaces exist at ¢,.
In any case, the slow decay of the correlation function is
not related to the spatial self-averaging behavior as our
results show that R,(¢) is a spatially self-averaging quan-
tity.

Figure 9 shows the scaled power spectra
S, 7(@)/T'** [defined in Eq. (5.8)] for R,,(¢) and R, (1).
Data for four different 7 from 7 =600 to 2400 are shown.
The growth exponent «a is 1 and the self-averaging ex-
ponent A is O for R,, and A is 2 for R,. The OJK predic-
tion § ~w 2 is also shown. The scaled power spectrum
seems to obey the scaling form (5.8) and behaves as 1/0wf
in both cases, with 3 approximately 2. There is a devia-
tion from the 1/w” behavior for large , but this seems to
be an effect due to finite 7. We note that, in this case, the
data are from a separate set of simulations of 100
configurations on a 196 lattice. Here the explicit depen-
dence on the interfacial thickness has not been removed
by applying the sgn mapping.

Our numerical results indicate that there are no corre-
lations on length scales much larger than R (¢). The only
non-self-averaging quantities are those that can be related
to the fluctuations of a self-averaging quantity. This
would seem to indicate that the TDGL (and OJK) model
is in a different universality class from the kinetic Ising
model simulations in which the non-self-averaging behav-
ior is said to imply a more complicated type of dynamics,
i.e.,, the system cannot be broken up into independent
parts.® However, the evidence is not clear. Ising model
studies have shown that R,,(¢) is non-self-averaging,’~1°
but this may be due solely to the relation of R,,(¢) to the
fluctuations of the order-parameter density. It is not a
good probe of the relation between the dynamics and the
system size. Gawlinski et al.® studied the behavior of
R, (¢) and R,(t) with increasing L. Although their re-
sults are not conclusive, there does not seem to be any
systematic trend in the behavior of R,,(¢) with increasing
L. On the other hand, R,(¢) seems to be approaching a
limit as L is increased. Sadiq and Binder® also found that
the uncertainty in the area density decreases with increas-
ing L which is consistent with R,(f) being a self-
averaging quantity.

Another indication that the phase-ordering dynamics
of a nonconserved order parameter is non-self-averaging
only in the trivial sense is that the interface equations
describing the late-stage dynamics are local.!* The veloc-
ity of a point on the interface depends only on the curva-
ture at that point so that local perturbations do not have
an immediate effect on points far away. This is not true if
the dynamics conserve the order parameter. In this case,
the standard models such as the spin-exchange kinetic Is-
ing model or the Cahn-Hilliard-Cook equation have in-
teractions of finite range, but the interfacial equations of
motion describing the late-stage dynamics effectively
have interactions of infinite range.?* The reason for the
infinite range of interactions is that, in the scaling regime,
information from one section of the interface can diffuse
across the bulk much faster than the rate at which the in-
terfaces move.”> The order parameter in the bulk is well
described by the quasistatic approximation and there is,
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effectively, communication between widely separated sec-
tions of the interface [on length scales much larger than
R (1)]. Hence, for the conserved order parameter case,
there may be some interesting non-self-averaging behav-
ior.

VII. DISCUSSION

To summarize, we have shown that a simple model of
phase-ordering dynamics introduced by Ohta et al.!? (the
OJK model) seems to correctly predict the scaling behav-
ior of a more sophisticated model, namely the time-
dependent Ginzburg-Landau equation. The advantage of
the OJK model is that the asymptotic scaling behavior
can be obtained analytically. We have made cell-
dynamical simulations corresponding to the time-
dependent Ginzburg-Landau equation. We find that the
scaling behavior found in the simulations agrees surpris-
ingly well with the predictions of the OJK model. In par-
ticular, the behavior of the order-parameter correlation
function is well described by the OJK model at both large
temporal and spatial separations.

The OJK model predicts a new type of dynamical
universality class which we characterize by the lack of
temporal self-averaging. In particular, the two definitions
of the time-dependent characteristic length R (¢) that we
have investigated are both, within the OJK model, tem-
porally non-self-averaging. We find that the results of the
simulation, though not conclusive, seems to agree with
the OJK predictions on this matter.

The lack of temporal self-averaging may explain some
puzzling empirical observations. It is often found that if
a quantity g (z) grows as t?, an accurate value of the ex-
ponent 3 can be obtained even though there is a very
large uncertainty in the amplitude. If g(¢) is temporally
non-self-averaging, the asymptotic value of the amplitude
g(t)/t? would depend on the initial condition, so the
large scatter in the amplitude would not necessarily affect
the accuracy of the value of the dynamical exponent.
Furukawa has also considered the two-time correlation of
the chemical potential in spinodal decomposition.* By
making a log-log plot of the chemical potential correla-

tion function, it was observed that the two-time correla-
tion function decayed as a power law in the ratio of times
in three spatial dimensions but could not be fit to a
straight line in two spatial dimensions. A possible ex-
planation is that, in two dimensions, the chemical poten-
tial is not temporally self-averaging.

It would also be interesting to determine if the lack of
temporal self-averaging (at least for a class of variables) is
a property of phase-ordering dynamics in general. For
example, is it a property of the zero-temperature fixed
point, which is said to describe phase-ordering dynam-
ics??® It may also be possible that these results are not
robust to the addition of noise or changes in the initial
condition. Adding spatial correlation to the initial condi-
tion or adding noise to the dynamics does not seem to
effect the scaled scattering function or the asymptotic
growth exponent,?’ but it is not known if there will be
some effect on two-time correlation functions.

The OJK model was also used to investigate the rela-
tion between spatial self-averaging and observed features
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such as a 1/w® power spectrum. General scaling argu-
ments were used to find a more practical technique to
determine the self-averaging exponent of a scaling vari-
able. The scaling form of the power spectrum was also
found to depend on the self-averaging exponent. Howev-
er, we found no connection between a 1/w® power spec-
trum and spatial self-averaging behavior. Our numerical
results demonstrate that the order-parameter correlation
function decays rapidly for large spatial separations.
This indicates, in agreement with the OJK model and the
numerical results for R, and R,,, that the dynamics are
spatially non-self-averaging only in a trivial sense. We
argued that this interpretation is consistent with previous
simulations of the kinetic Ising model without order-
parameter conservation.
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APPENDIX

The OJK calculations are explicitly shown in this ap-
pendix. The calculations are based on an extension of a
method used by Oono and Puri.'®

Let

(r,t)=P(r,t) /g +1=nlul(r,t))+1,

where ¥(r,7) is the order parameter and 7.(u) is a single-
valued function of u which converges to sgn(u) in the
limit £—0. u(r,t) is the auxiliary field obeying Eq. (3.1)
and u(r,0) is assumed to have a Gaussian distribution
with zero mean and no spatial correlation. ¢ can be writ-
ten as

$(r,0)= [ duOu(r,t)—umiu), (A

where 6(u) is the step function and ni(u)=dn./du.
Writing Eq. (A1) in terms of Fourier transforms

ivu(rl,tl) 1

- im L Y
$ir,0)= lim -~ [dve e 16> (A2)
where 7 ¢ is the Fourier transform of n;. We follow Oono

and Puri and choose

__u2

2¢?
This choice of 7, greatly simplifies the calculation but
does not effect the asymptotic scaling behavior.

Since u(r,t) is a Gaussian random variable, it is
straightforward to average over the initial conditions.

The order-parameter correlation function becomes (for a
critical quench)

(A3)

)= 2
7]§(u - (27§Z)I/Zexp
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2
1 1. dv, dv,
(¢1¢,)=— l;] !l_%f v —ie f vz_ifexp[—%(vf+v§+2a,2v,vz)] s (A4)
where
<u1u2)
ap=
T+ uiNTAE+H ()2
=B\ByY 1,6Xp —Irl—rzlzl (AS)
=b\b2¥ 12 2
3?+13
and
REN drn
=\
(A6)
Bi=[1+(&/1,7]'"
with [;=1(t;)=(4Dt;)'? and {u?) =1?. Performing the integration gives
1] 1
. —Ir—n,)?
(P11,) =yl arcsin | BBy .exp iz || (A7)
1110

which is just Eq. (4.1).
To calculate (R,,(¢,)) and (R,,(¢,)R,,(t,)), we need to calculate {m(¢)) and {m(z,)m(z,)), where

m()=L" [dry(r,1) /1, .
As long as I(1) <<L, {m(t),0<t < T} is a Gaussian process and these two moments completely define the probability

distribution of m. For simplicity we will only consider a critical quench so {m(t)) =0. The two-time correlation func-
tion is then

(m(t))m(1,)) =L~ [dr, [ dr,(y(r,,1,)(r,1,))
=L_"Q,,(lf+l§)‘“2fdx xd_larcsin(B,Bﬁue_"z)

L v (d—2)/2
= zz— B\B,242 Kykq(BiByY12) » (A8)
where (1, is the surface area of a d-dimensional unit sphere, K is a dimensional constant,
. ) (d—2)/2
1, arcsinu
= aresiny 4, 1 A9
K, fo du In— (A9)
and
) . (d—2)72
= v, arcsiny |, ¥
= 2 h , A10
Kkq(y) K,y fo du » n- (A10)
so that k;(1)=1. k, simplifies, for d =2, to
ko(y)=—2— L [ 7, 2rCSIY (A1)
2¥ min2y y Yo u
with k,(0)=2/(In2). Note that, for any d =2, x,(0)>0.
The joint probability distribution for m(¢,) and m(t,) is
P(m,,tl;mz,t2)=?1;{<m% Y m3)[1—ky(y)?]) 12
2 2
1 mi mz;  2g(y)mym,
Xexp | ——= + - , (A12)
P72 1—Ky(y)? '[(m%) (mi) (m?)(m?)
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where (m?)={(m(t,)*) and y =pB\Byvij- The expecta-
tion values for R,, () are

(R ()Y =2L7 [ “dm m*/*P(m,)~1(1)?  (A13)
and
<Rm(t,)Rm(t2)>=2L2f0°°dm,fo“’dm2<mlm2)2/d
XP(my,t;;m,,t,)
+P(m,t;; —my,t,) . (A14)

Combining the previous two expressions gives the re-
duced autocorrelation function for R,,. For d =2 the re-
duced autocorrelation function C,,(¢,,¢,) becomes

(8R,,(1,)8R,,(1,)) N
(R ()R, (1)) L

)2]1/2

—1+«k,(y)arcsin[k,(y)] . (A15)
|
(8a(t)8alty)) 1 [12+12 "”fd :
Bt SodehbP SN 5 N
(a(tl)>(a(t2)) L4 2 (1—7/%267
dr
Ll 1 (72, 1-Vi-u
L? Vi fo Vi

The definition of a (1) does not depend on the mapping 7;
so the reduced autocorrelation function is independent of
B;.

The reduced autocorrelation of R,(¢) is the same as
that of a (¢). For d =2, the analysis of Eq. (A18) gives

(8R,(t,)8R,(t,))
(R,(t;)){R,(t,))

1112 d/2

L2

4 2A1—(1—y})'"?]
—In 5 .
Y12 Y12

For general dimensions, the reduced autocorrelation
function behaves as

(1) ey 0¥ 12t es3,4¥ 1T Oy ])]

for small y. c;, and c; ; are dimensionally dependent
constants. For fixed ¢, and small ¢, /t,, the reduced
correlation of R, behaves as
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For general d the reduced autocorrelation function is of
the form ¢ 4+c, 4¥°+O(y*) for small y, where the di-
mensional constants ¢ 4, ¢, 4 are positive. In the scaling
regime f3, is unity and the reduced correlation C,,(¢,,t,)
behaves as (¢, /t,)?/? for small ¢, /t,.

The autocorrelation for R,(t) can be calculated the
same way. In this case the probability distribution for
the area density is needed with

a(t)=—5 [ dr|Vu(r,0)8u(r,0)) . (A16)
L
Introducing the Fourier transform,
— 1 ivu(r,t)
(a(t))—<-2—ﬂfdve '>
=[27l(t)*]" 2. (A17)

The |Vu| factor has not been included since 4 (¢) in Eq.
(2.1) is chosen to keep |Vu| constant near 4 =0. The re-
duced autocorrelation for a (¢) is

x2)1/2 —1 ] ’

(d—2)/2
u
In—

2 (A18)
Y12

clatesalt /1) +0, /1)) .

The techniques used above can be generalized to allow
calculations of expectation values of other observables.
In principle, all that is necessary is that the observable
can be written as a function of an intensive variable.
Denote this intensive variable as g(¢). The u field com-
pletely defines the configuration, so if g (¢) is a physically
meaningful quantity, it can be written as a functional of
the u field. If u is a Gaussian random variable, the expec-
tation values can then be calculated by first raising u (r,?)
to the exponent using relation (A2). It is then straightfor-
ward to average over the initial conditions and to calcu-
late the first and second moments of g(¢). Since g(2) is
also a Gaussian process, these moments completely define
the probability distribution of g (¢). In practice, the cal-
culations may be technically difficult but, if necessary,
can be performed numerically.
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