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Correlations in flux liquids with weak disorder
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The response of an entangled flux liquid to a quenched random potential is studied. Dense flux

liquids are stable to weak disorder and will persist even if the Abrikosov flux lattice is replaced by a
vortex glass at low temperatures. Disorder produces "Lorentzian-squared" corrections to the vor-

tex liquid structure function that may be detectable via neutron scattering. Our results are obtained

by mapping the statistical mechanics of vortex lines onto the physics of disordered bosons in two di-

mensions and via a simpler hydrodynamic approach. A renormalization-group analysis shows that
disorder does become relevant sufficiently close to H, &, where it is no longer screened out by thermal

fluctuations. We are unable to determine if this instability leads to a vortex glass state or simply

represents a crossover to new critical exponents at the lower critical Seld.

I. INTRODUCTION

The equilibrium and dynamical properties of flux ar-
rays in high-temperature (HTC) superconductors' have
aroused considerable excitement and controversy during
the past two years. Some aspects of the current debate
are illustrated in Fig. l, where we have for simplicity re-
stricted our attention to magnetic fields aligned parallel
to the c axis. In very clean samples, it is expected that
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FIG. 1. (a) Phase diagram for pure HTC superconductors
with magnetic field aligned with the c axis. (After Ref. 3.) (b)

Phase diagram for HTC materials in the limit of strong disor-
der. (After Ref. 5.) The line H 2(T) marks the onset of the
Meissner e8'ect, and is not a true phase transition.

the conventional Abrikosov flux lattice will melt,
leading to the schematic phase diagram shown in Fig. 1.
A melted vortex liquid replaces the conventional Abriko-
sov flux lattice over a large region of the phase diagram
because of the weak interplanar couplings, high tempera-
tures, and short coherence lengths characteristic of the
new HTC materials.

Although extensive crystalline regions are clearly visi-

ble in flux-line decoration experiments at low fields and
temperatures in some samples, there are undoubtedly
circumstances in which disorder destroys the translation-
al and orientational order of the Abrikosov flux lattice.
Figure 1 shows an alternative phase diagram suggested

by the authors of Ref. 5 for materials in which extrinsic
impurity-induced disorder dominates at low tempera-
tures. According to Ref. 5 the Abrikosov flux lattice may
be replaced by a thermodynamically distinct vortex-glass
phase, separated by a sharp transition line from a high-
temperature vortex liquid. Even if there is no true
vortex-glass phase, there will still be a gradual crossover
from a low-temperature regime dominated by fluctua-
tions in the impurity potential, to a high-temperature re-
gion dominated by thermal fluctuations. In this case, the
dotted line in Fig. 1 would simply represent a locus of
crossover temperatures. '

There is now evidence for a vortex-glass-phase transi-
tion, below which the linear resistivity vanishes, in epit-
axially grown Y-Ba-Cu-0 films. Although there are as
yet few quantitative calculations, a phenomenological
scaling theory provides a good fit to the measurements of
Koch et al. The vortex-glass phenomenology does not,
however, provide an adequate description of transport in
much cleaner Y-Ba-Cu-0 single-crystal samples studied
recently by %'orthington, Holtzberg, and Feild at least
for the length scales probed by the most sensitive
voltage-current measurements to date. The temperature
at which the linear resistivity vanishes in these experi-
ments was interpreted as the freezing of a flux liquid into
an Abrikosov flux lattice (pinned by widely spaced strong
pinning centers such as twin boundaries), consistent with
a scenario first proposed by Gammel et al. on the basis of
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mechanical oscillator experiments. Even if pinning ulti-
mately disrupts crystalline order on the longest length
scales, the data of Worthington, Holtzberg, and Feild
suggest that the relevant translational correlation lengths
may be quite large.

It is natural to interpret the high-temperature regimes
in all the above experiments in terms of a viscous flux
liquid. " Although the intrinsic viscosity of decoupled
planes of point vortices' is expected to be quite small, a
large viscosity can arise from flux-line entanglement.
Such a viscosity would be further augmented by the
gro~ing translational correlation length associated with a
second-order (or nearly second-order} freezing transition.
A large viscosity allows the effects of a few strong pin-
ning centers (e.g., twin boundaries) to propagate over
large distances in the flux liquid, and could also account
qualitatively for the irreversible behavior observed by
Malezemoff et al. Obukhov and Rubinstein' have re-
cently suggested that enormous relaxation times (scaling
with the exponential of the cube of the sample thickness}
are possible in entangled flux liquids with large barriers
to flux cutting. From this perspective, flux arrays below
the "irreversibility line" would be in a nonequilibrium
polymerlike glass state, dominated by the intrinsic disor-
der of entanglement as opposed to extrinsic impurity dis-
order.

The physical pictures sketched above represent a con-
siderable departure from traditional ideas about flux lines
in superconductors, ' and are far from universally accept-
ed. One reason for the lack of consensus is the absence of
direct information about actual flux-line configurations in
HTC materials. Flux decoration experiments' are very
valuable, but are restricted to low fields and tempera-
tures. Decorations, moreover, only show flux lines as
they emerge from a HTC material and do not tell us how
they meander (and possibly entangle) below the surface. '

It now appears that direct observations of flux arrays via
neutron diffraction may be possible in HTC materials, '

just as in conventional superconductors. ' ' Neutron-
diffraction probes three-dimensional flux-line
configurations over a broad range of temperatures, in-
cluding those at which flux-line motion precludes conven-
tional decoration experiments. '

Neutron scattering provides information about the vor-
tex line structure function,

tion found in Ref. 3. It would be particularly interesting
to observe this effect by using neutron diffraction to mon-
itor correlations in an initially clean crystal subjected to
defect-producing radiation. Correlations in the tangent
field,

dr.
t(r, z) = g ' 5(r —r,.(z)),

j=1
(1.3)

477( k ~ T j /Z
&
5

nok &e (1.4)

where no is the average vortex areal density and A, is the
(in-plane) London penetration depth. The quantity Z, is
the tilt energy of a single vortex line and 5 is the variance
of the random impurity potential [see Eq. (3.2) below].
Alternatively, we can say that disorder is certain to be
unimportant provided

which could, in principle, be probed via polarized neu-
tron scattering, are also studied. Our results are obtained
by mapping the statistical mechanics of vortex lines with
impurities onto the physics of disordered bosons in two
dimensions, as in the discussion of vortex glasses by
M.P.A. Fisher. The simplified boson model we treat
neglects nonlocal effects which are known to be quantita-
tively important at high fields in the crystalline phase. '

These arise because the magnetic field cannot follow fluc-
tuations in the vortex cores at wavelengths shorter than
the London penetration depth. The long-wavelength be-
havior of correlation functions with disorder can, howev-
er, be rederived by generalizing the simpler (and explicit-
ly nonlocal) hydrodynamic approach of Ref. 11. Al-
though the shear modulus of the Abrikosov flux lattice
vanishes in a vortex liquid, the tilt and compressional
moduli remain finite. Correlations in a dense vortex
liquid with weak disorder can be described in terms of
nonlocal tilt and compressional moduli which can be es-
timated from their crystalline phase values over a wide
range of fields and temperatures.

Weak disorder produces only small corrections to the
results for pure systems because its effects are "screened
out" when the flux liquid is dense. The second case of in-
terest occurs sufficiently close to H„, i.e., when the vor-
tex lines are dilute and "screening" is no longer effective.
In this limit, we find that disorder must produce new
physics whenever

S(q, q, )=(~&(q,q, )~ ), g, «Ld, (1.5)

where &(q~, q, ) is the Fourier transform of the vortex line
density

N

n(r, z)= g 5(r —r, (z)) . (1.2)

The behavior of S(q~, q, ) for equilibrated flux liquids was
worked out in Ref. 3 for very pure HTC materials, i.e., in
the absence of disorder. The main point of this paper is
to extend these calculations to the case of weak disorder.

There are two cases to consider. Sufficiently far from
H, &, correlations in melted flux liquids are only changed
slightly by weak disorder: Disorder produces
"Lorentzian-squared" corrections to the structure func-

where g, =2e
&
/ks Tn 0 is the "entanglement correlation

length" defined in Ref. 3, and Ld is a disorder-induced
length scale in the z direction,

2
4~ ka T'2~'i~

(1.6)

When Eq. (1.5) is satisfied, a flux line suffers many col-
lisions or entanglements with other vortices on scales less
than Ld, thus "screening out" the effects of randomness.

The result (1.4} for the effect of disorder is not incon-
sistent with the phase diagram in Fig. 1, which shows a
sliver of vortex-glass phase just above H„. We cannot
exclude, however, the possibility that this instability sim-
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ply represents a crossover to the new disorder-induced
critical exponents at H, &

predicted by Natterman and
Lipowsky. ' If there is, in fact, truly "glassy" behavior, it
may be limited to the properties of a single vortex line
precisely at H, &.

The correlation functions calculated here pertain to the
positions of the vortex cores I.nformation is provided
about neutron scattering only to the extent that the mag-
netic field can follow the spatial fluctuations in the core
positions. Vortex cores can twist and turn significantly
on all spatial scales larger than the coherence length g.
The magnetic field, however, can only follow the wander-
ings of the vortex core on scales larger than the London
penetration depth A, »g. Direct applicability of our re-
sults to scattering experiments at wavelengths shorter
than the London penetration depth would require a
probe which scatters directly off the vortex cores. For
pure systems, one can correct the correlation functions
calculated here to make them directly relevant to
magnetic-field fiuctuations at essentially all wavelengths
greater than the coherence length. We indicate how to
do this in an appendix.

We have neglected here the potentially important issue
of hexatic order in flux arrays. As pointed out by
Chudnovsky, the Larkin-Ovchinnikov model of im-

purity disorder acting on an Abrikosov flux lattice leads
to the destruction of translational order, but is
insufficient to destroy long-range orientational order.
The possibility of orientational correlation lengths which
greatly exceed translational ones has not yet been con-
sidered by the vortex-glass phenomenologists. ' The re-
cent observation of a low-temperature hexatic vortex
glass in Ba-Sr-Ca-Cu-0 (Ref. 24) suggests the possibility
of an equilibrated hexatic vortex liquid at higher tempera-
tures, and is consistent with a suggestion by
Worthington, Holtzberg, and Feild for Y-Ba-Cu-O. The
potential for hexatic order in flux liquids is important be-
cause a nonzero hexatic stiffness constant can increase
the shear viscosity in vortex liquids. " The qualitative
effect of hexatic order on the structure function of flux
liquids (it leads to a sixfold in-plane anisotropy) has been
discussed in Refs. 22 and 23. A detailed analysis of the
effect of hexatic order on vortex line correlations is an in-
interesting subject for future investigation.

In Sec. II we discuss correlations in pure flux liquids,
and show that the results at long wavelengths also follow
from a simple hydrodynamical approach. In Sec. III we
introduce disorder into the hydrodynamical treatment
and check the results against more microscopic calcula-
tions on a "disordered boson" model which neglects non-
local effects. Finally, in Sec. IV, we show via
renormalization-group methods that disorder does be-
come relevant su%ciently close to H„and discuss the
possibility of a vortex-glass phase in this limit. The rela-
tion of our results to magnetic correlation functions is
sketched in Appendix A. In Appendix B, we show how
the results for weak disorder can be recovered using the
replica trick.

Some of the techniques used here (particularly the
method for calculating tangent correlation functions}
were developed in a study of oriented polymer liquid

crystals in a nematic solvent. Oriented polymers play the
role of flux lines in this problem, with the important
difference that the average polymer direction is a spon-
taneous, rather than externally imposed, broken symme-
try. Details will appear in a future publication.

II. CORRELATIONS IN PURE FLUX LIQUIDS

V(r}=
2 zKO(r/A, ),0o

8m k
(2.2)

where $0=2Mc/2e is the fiux quantum and Ko(x) is a
modified Bessel function. We found it useful to add a
two-dimensional field h(r, z) which couples to the local
tangent field (1.3):

dr.
f dz fdrh(r, z) t(r, z)= g f dzh(r, (z),z) ~

~

) 0 GZ

(2.3)

If ZN is the partition function obtained by integrating

r. {z)

FIG. 2. Schematic of Aux lines wandering through a sample
in the presence of random impurities.

A. Tangent and density correlations via the boson analogy

As shown in Fig. 2, we characterize vortex-line
configurations by a set of N functions tr (x)] which
specify the position of the jth vortex in the (x,y) plane as
it wanders along the z (z~~H) axis in a slab of thickness
L. For now, we neglect the quenched random disorder
shown in the figure. The probability of a particular
configuration of N vortex lines is assumed to be propor-
tional to exp( 0'elks—T), where

2
drjZ„=-,'z, y f ' dz

0 8Z

+ —,
' g f dz V( ~r;(z) —r (z)

~ )
lWJ

+ f dz f d r h(r, z) t(r, z) . (2.1)

Here, p, is the bending energy of the lines and V(r) is an
interaction potential, acting locally in each constant-z
plane. We have assumed here that

dr, . «1.
Z

Within the London theory, we have'
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over all vortex line configurations,

Z~=, g f2)r (z)e
j=1

the grand canonical partition sum is then
LIJN /k~ TZ, —~ e N ~

N=O

(2.4)

(2.5}

=k T
5h, (r, z }5h,(0,0)

i,j =x,y . (2.6)

We shall also be interested in fluctuations in the vortex
line density (1.2). If no= (n(r, z) ) is the average vortex
density, the vortex structure function is given by the
Fourier transform of

S(r,z)=(n(r, z)n(0, 0))l ko no —. (2.7}

All averages are evaluated in the grand canonical ensem-
ble.

At long wavelengths, the magnetic field can follow the
fluctuations in the positions of the vortex cores, and the
correlation functions (2.5) and (2.6) are directly related to
fluctuations in the parallel and perpendicular magnetic
field. A more general relation is constructed in Appendix
A. Upon decomposing the local field b(r, z } into fluctua-
tions parallel and perpendicular to the average magnetic
field direction Bo =—Ponoz,

where p ~ H —H, 1. The tangent-tangent correlation
function is given by

'T;, (r,z) ={t, (r, z }t,(0,0})

dynamic limit. There are similar, but more complicated
relations in the anisotropic case. See Appendix A.

As discussed in Ref. 3, there is a useful formal analogy
between Eq. (2.4) and the imaginary time Feynman path
integral for a set of fietieious quantum-mechanical parti-
cles in two dimensions interacting via an action given by
Eq. (2.1). Temperature plays the role of Planck's con-
stant. The calculations proceed in three steps: (1) The
first quantized Lagrangian corresponding to Eq. (2.1) is
transformed into the corresponding first quantized Ham-
iltonian. As shown in Ref. 3, only bosonic states contrib-
ute to the statistical mechanics associated with this Harn-
iltonian in the thermodynamic limit L~~. (2) The
Hamiltonian is rewritten in second quantized form. (3)
The partition function for the second quantized Hamil-
tonian in the grand canonical ensemble is converted via a
coherent state formalism into an imaginary-time path
integral. Calculations in this last representation can be
done in a straightforward way, provided one uses a re-
normalization procedure near H, 1.

Because the auxiliary field h(r, z) introduces extra
velocity-dependent terms into the ficticious "Lagrang-
ian, " we must be careful in carrying out the first step de-
scribed above. The real-time Lagrangian associated with
Eq. (2.1) (with z =it} is

'2
drJ dr.

—,'Z, ' +ih,' ' —,'g V(lr, .—r,. l),i'
(2.11)

where hJ(z)=h(rJ(z), z). The "velocity" of the jth flux
line is q =drJ/dt, so the canonically conjugate momen-
tum is

b(r, z ) =Bc+5bi(r, z )+5bi(r, z ), (2.8)

we find that the relations in Fourier space for isotropic su-
perconductors are

az
p = =Xi + ihJ

BqJ dt

The Hamiltonian is then

(2.12)

and

{5bi, (qi, q, )5b ( —qi, —q, ) )

&l5b~[(ql'q, )l'&=, , ~(ql q, )
({'o

(1+A, q )
(2.9)

&=gp, q,
—&

J

' hJ'pJ+pJ hJ'
j ZE1 271

h2
J

2E1

2

(1+iI, q )
T; (q„q) . (2.10)

We have neglected a small, additive, contribution which
vanishes relative to the terms we have kept in the hydro-

+-,'g V(lr; —r, I } (2.13)

The second quantized version of this Hamiltonian can
be constructed using standard methods, ' with the re-
sult

h lPl + ,' fd'r f d r'P—(r)P(r')V(r r')P(r')itj(r), —
1

(2.14)

(king T) king T&=f d r lVgl — h (g Vg /VS .)——
2E.

1
2E,

1

where g (r) and g(r) are boson creation and destruction operators. A coherent state path-integral representation of
the grand canonical partition sum associated with (2.14) leads to

Zs, = fXlg(r, z) f2)g*(r,z}e (2.15)



42 CORRELATIONS IN FLUX LIQUIDS WITH WEAK DISORDER 10 117

'
i '[@[' + ~ V [y['

2E)

We have, for simplicity, now approximated the potential (2.2) by

V(r) = Vo5(r),

where

where g(r, z ) is a complex field and the "action" in the imaginary-time path integral (2.14) is

(k~ T) (ka T)~' —v 0
2E) 2@i

(2.16}

(2.17)

Vp = /' V f p 477 (2.18)

It is, however, easy to repeat the calculations for an arbitrary pair potential (see below).
Following Refs. 3 and 28, we assume H ))H, &

(i.e., the fiux lines are dense) and expand about the minimum of (2.15)
in mean-field theory. Accordingly, we set

g(r, z)=+no+n(r, z)e'@"=+no 1+ n(r, z}+ . e' "',
2np

(2.19)

where no=plVO Upon .expanding Eq. (2.15) in the field m(r, z), and neglecting an overall constant as well as surface
terms, we find the quadratic (in 8, n., and h} effective action

(ks T)
z (ks T) no 2 (ka T)S„=fd"fd. —V.~'+ I~~I'+

8npZ) 2E)
(inoh V8+ —,

'.noh )+im.
az

(2.20)

Upon defining Fourier transformed variables

dqz iq& r+iq z
(2.21)

and

2

~(r,z)= f z f e ' ' m'(qj, q, ),
(2n )

(2.22)

and similarly for h(r, z ), the effective action takes the form

3

S,s= f —X (q)G '(q)X(q)—
(2n )

npk~ T np
q [h(q)8'(q) —h*(q)8(q)]+ ~h(q)~'

2E] 2c)
(2.23)

where q=(q~, q, ),X(q) is the column vector

8(q)
X(q)=

( )
(2.24)

and the coefficient matrix is

G '(q)=

no(ke T} Q J

q, k~ T

—q, k~ T

(ksT) q~
Vp+

8"oc

(2.25}

%'e can now calculate the tangent correlation function T," within this quadratic expansion about mean-field theory by
using the thermodynamic formula (2.6) and assuming that fluctuations occur with a probability proportional to
exp( S,elk~ T). The resu—lt is
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k~ Tno 5;—IJT; (qi, q, )=f d r fdz e ' ' TJ(r, z)=
2

ka Tno qz qi lqj l

q,' e, q,'+e'(q, )/(k, T)' q',

—:A (qi, q, )P; (qi)+B(qi, q, )P;,(qi), (2.26)

where E(qi) is the well-known Bogoliubov excitation
spectrum of a weakly interacting superfluid,

2 '2 1/2
c(qi ) ks Tqi np Vp+ q2 (2.27)
k T

and P; (qi) and P; (qi) are two-dimensional transverse
and longitudinal projection operators. The density-
density correlation function is

S(qi, q, )=f d r f dz e ' * S(r, t)

k~ Tn 2

(2.28)
q, +E (qi)/(k eT)

To generalize these results to an arbitrary pair poten-
tial V(r), let Vp~ f (q) in Eq. (2.27), where 0'(q) is the
Fourier transform of V(r). It can be shown that
A(0, q, )=8(0,q, )=kit Tnp/e, is an exact property of the
model (2.1), using the transformation properties of the
Lagrangian under a "Galilean transformation, "

dr dr
+h/E, .

dz dz

These correlation functions describe the wandering of
Aux lines in an equilibrated flux liquid in the absence of
disorder. A crucial constraint on the statistical mechan-
ics arises because flux lines can neither stop nor start in-
side the medium,

l

first rewrite (2.26) and (2.28} in the limit of small qi and

nok~ T
T; (qi, q, )= P;, (qi)

no&~

n ok@ Tq+,P;, (q, ),
not&q, + ~onoq

n pka Tq2 2

S(q, q, }=
now&q +Vonoq

(2.31)

(2.32)

Fluctuations in the crystalline phase, on the other hand,
are controlled by a continuum elastic free energy,

dzq, dq,

+ [Kq, +(8+p)q ]iP;.(q )iI

Xu, (q)u, ( —q), (2.33)

where p, K, and 8 are, respectively, the shear, tilt, and
bulk modulus and u(q) is the Fourier transformed vortex
displacement field. We have, for simplicity, neglected the
nonlocal character of the elastic constants. ' It is easy
to show that the variables vr(r, z ) and t(r, z) are related in
the solid phase to the displacement field,

(r,z) = n. pV, u(r, z—),
B,n+V t=0. (2.29) (2.34)

This constraint is automatically satisfied by the path-
integral formalism embodied in Eqs. (2.14) and (2.15), be-
cause of the invariance of the action (2.15) under

P—+Pe . The constraint (2.29) implies in particular that
density fluctuations are related to the longitudinal part of
the tangent field,

S(qi, q, ) = (q i /q, )8(qi, q, ), (2.30)

a condition which is satisfied by Eqs. (2.26) and (2.28).
We can also use Eq. (2.29) to relate mixed correlation
functions like (~(q)t, (

—q) }to 8(q). We have

(~(q)t, (
—q) ) =( —q, ;/q, )T,,(q)

= —(q» /q, )8 (q&, q, ),
implying that 5bi and 5bi in Eq. (2.8) are correlated.
When reexpressed in terms of the magnetic field in the
long-wavelength limit, Eq. (2.29) is just the constraint of
no magnetic monopoles, V-b=0.

The vortex-line correlation function (2.28) is missing
the 5 function Bragg peaks surrounded by thermal di8'use
scattering at reciprocal lattice positions expected for the
Abrikosov flux lattice. The long-wavelength behavior,
however, is simply related to that expected near the ori-
gin for a thermally excited flux crystal. To see this, we

n ok& Tq,
T;,(q„q,)=, , P;, (q, )

Kq~ +pqy

nk T

Kq, +(8+p)qi
n ok8 Tq

2 2

S(qi, q, )=
Kq, +(8+@)q 2i

(2.35)

(2.36)

We see that the solid phase results agree with those in the
liquid provided we set the shear modulus p=O and make
the identifications

and

K =not)

a =no2Vo

(2.37)

(2.38)

These are precisely the tilt and bulk moduli one expects
for the simple model of interacting flux lines summarized

8 (ru, z )t r, z =np
az

Fluctuations in the crystal occur with probability propor-
tional to exp( F/kttT), and—it then follows from Eq.
(2.33) that
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in Eq. (2.1). Note that although the long-wavelength be-
haviors of the longitudinal part of TJ.(q~, q, ) and of
S(q~, q, ) are qualitatively similar in the liquid and solid
phases, the transverse part of T, (q. ~,q, ) behaves very
differently in these two cases.

We conclude this section with a discussion of the valid-
ity of the fluctuation-corrected mean-field approximation
used here. The critical point of the field theory described
by (2.16) occurs for @=0,i.e., for H =H„. To avoid hav-

ing to deal with critical fluctuations, we have assumed
that the flux lines are dense so that p))0. Of course, if
the flux lines are dense, higher-order terms in the "order
parameter" P representing higher-order interactions be-
tween vortex lines will become important in Eq. (2.16).
One can still, however, make the expansion (2.19) about
the minimum of the potential, although the mean flux
density will no longer be given by no =p/Vo We.expect
that the hydrodynamic form of the results presented here
will be unchanged, except for modifications, e.g., in the
parameter Vo appearing in Eq. (2.27}.

With appropriate modifications, the Bogoliubov results
are expected to become quantitatiuely accurate in the di
lute limit. In a three-dimensional superfluid gas, one
sums an infinite series of diagrams and sees that the bare
potential in Hamiltonians such as Eq. (2.14) should be re-
placed by an eS'ective "t matrix" which is proportional to
the s-wave scattering amplitude. ' This procedure means
that the Bogoliubov results give the leading order terms
in an expansion in powers of (noh)'~, w, here no is the
boson density and k is the range of the interaction. In
the two-dimensional case of interest here, an analogous
diagrammatic summation leads in the dilute limit to the
replacement

VOX) Vases/(k~ T)

(ks T) 1+[Voe&/(k&T) ]in(1/n A2}/4m

(ksT) qf
e(q~)=

2e,S2(qi)
(2.43)

where S2(qj ) is the structure function of the dense vortex
liquid in a constant-z cross section. When typical two-
dimensional liquid structure functions are used, this ap-
proximation leads to a "roton" minimum in the excita-
tion spectrum and to a peak in

S(qj, q, ) = noktt Tq~ If)
kB Tq2 +

2etS2(qj )

(2.44)

along the q~ axis at q~ =2mn '

2.0
Z

1,5

dropped out.
The contours of constant scattering for Eq. (2.36) are

shown in Fig. 3 for nk =0.1. In a dense, as opposed to
dilute, flux liquid we would expect a peak along the q, =0
axis when q~ =2m/d. A 5 function Bragg peak would ap-
pear at roughly this position in the crystalline phase. As
discussed in Ref. 3, the finite Lorentzian width of the
structure function in the q, direction when q~

—1/d (as
opposed to the infinitely sharp Bragg peak in the solid)
measures the degree of entanglement of the flux lines
along the z axis.

Although the Bogoliubov spectrum (2.23}is not expect-
ed to be quantitatively accurate for dense superfluids,
and, hence, for dense configurations of flux lines, we can
improve the theory by following Feynman and approxi-
mating this spectrum by

4m

ln(1/n A), (2.39)
1,0

and an expansion in 1/ln(1/nA, ) Upon defin. ing the di-
mensionless wave vectors

0.5

0.0
kj.=qA'i

where )~=n ' is the intervortex spacing and

2Ei

nkBT

(2.40)

-0.5

—1.0

is the "entanglement correlation length, " the structure
function with this replacement becomes

—1.5

0 0.25 0.5 0.75 I.O 1.25 1.5

(qi q. )=nokQ,
k2+k4+

ln(1/nA, )

(2.41)

Note that the very large bare value of the dimensionless
interaction strength

U = Voe, /(ksT) (2.42)

which is of order 10 even in HTC materials, has

FICx. 3. Constant intensity contours of the structure function
(2.33) in the Bogoliubov approximation appropriate to the di-
lute limit. The structure function is normalized so that it ap-
proaches unity when the origin is approached along the line

k, =0. Dense vortex liquids should display a Lorentzian peak
along this axis at k& =2~, corresponding to the smallest recipro-
cal lattice vector of a flux crystal at the same density.
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B. Correlations from hydrodynamics

Although the simple model interacting flux lines dis-
cussed above gives insights into the qualitative behavior
of entangled flux liquids, it neglects nonlocal efFects
which are known to be quantitatively important in flux

crystals over much of the temperature-Seld phase dia-
gram. ' We show here how the long-wavelength behav-
ior of the correlations discussed above can be easily ex-
tracted from a hydrodynamic description of fiux liquids
which takes these nonlocal efFects into account. " By
long wavelengths, we mean wavelengths large compared
to the spacing between CuOz planes in the z direction,

and wavelengths long compared to the spacing between
flux lines perpendicular to z. A related hydrodynamic
approach to correlations in polymer nematic liquid crys-
tals was proposed long ago by de Gennes and has been
developed more recently by Selinger and Bruinsma.
The boson mapping is applied to this system in Ref. 26.

Following Ref. 11, we expand the free energy of the
lux liquid in the deviation

5n(r, z ) =n(r, z ) —no = m(r, z )

of the line density (1.2) from its average value no and in
the tangent density (1.3),

FL = f d r dz fd r'dz'[K(~r —r'~, z —z')t(r, z).t(r', z') +B(~r—r'~, z —z')5n(r, z)5n(r', z')] .1

2nD
(2.45)

The functions K (r,z) and B (r, z) are liquid-phase generalizations of the nonlocal tilt and bulk moduli of Refs. 8 and 20.
The shear modulus of the fiux liquid is zero. (For an explicit demonstration that the shear modulus vanishes in a hexat
ic vortex liquid, see Ref. 22.} It is possible to write a model of interacting fiux lines in isotropic superconductors pro-
posed by Brandt in precisely this form, and read off the functions K(r, z) and B(r,z). Although K(r, z) and B(r,z) are
harder to calculate for an anisotropic HTC superconductor, their values for flux liquids in high fields are probably quite
similar to those in the crystalline phase, where K and B are typically much larger than the shear modulus. In the hy-
drodynamic limit, it is appropriate to integrate over the smoothly varying hydrodynamic fields t(r, z ) and 5n(r, z ), even
though the underlying degrees of freedom in the definitions (1.2) and (1.3) are discrete fiux lines. The approximation in-
volved is similar to the "Debye-Huckel approximation" often applied to a discrete point vortex "plasma" in two dimen-
sions above the Kosterlitz-Thouless transition.

The probability of a fluctuation is proportional to exp( FL /ks T),—but averages must of course be carried out subject
to the constraint (2.29). We shall implement this constraint in Fourier space, so that the thermal average of a quantity
Q is defined by

tq n q p, n p+p, tp exp —FL k~T
(g)= (2.46)

tq n q p, n p+p~tp exp —F~ ~T

With this definition, it is easy to show that

n 2ok3 T
T;,(ql, q, )= PJ(q, )

K(q)
n kg Tip

k(q)q, +$(q)qj

and

nokg Tq j
~(q. a)=

k(q)q, +B(q)qj

(2.47)

(2.48)

H (1—h} q~
S(ql, q, )

—=
2 2 2, (2.49)

8mhx k(qq, q, )q, +S(qq, q, )qz~

where h =H/H, 2, s =A, /g, and E(q) =c44(q),
Jk(q) =c»(q) in the notation of Houghton, Pelcovits, and
Sudbo. The parameters are those for Y-Ba-Cu-0 at
T=77 K and H=0. 5 T. The change in slope in these
contours reflects the strong dependence of the elastic con-
stants on wave vector. There is a small critical value of

H(1 —h) 1

8mhz B (0,0)

where k(q) and B(q) are the Fourier transforms of
K(r, z) and B(r,z). We see that these correlations are
identical in form to Eqs. (2.31}and (2.32), except that the
elastic constants (2.37) and (2.38) are replaced by wave-
vector-dependent quantities. Using the crysta/-phase
values of Houghton, Pelcovits, and Sudbo to approxi-
mate K(q~, q, ) and B(q~,q, ) we have plotted the con-
tours of S(q~, q, } in Fig. 4. We have plotted the dimen-
sionless reduced structure function

below which the contours all come in linearly at the ori-
gin, as in Fig. 3. These contours are not shown in the
figure.

III. WEAK DISORDER

A. Hydrodynamic treatment

We first extend the simplified hydrodynamic discussion
of Sec. II B to the case of weak disorder. Our conclusions
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q, ~P 80- 0.025
5I= g Jdz Vz(z )z),z), (3.1)

6.0-

4 0-

2.0-

l5

.20

where the random potential Vo(r, z) represents the effects
of impurities. If the defects are randomly distributed, as
in the case of, say, oxygen vacancies, we expect that
quenched fluctuations in the impurity potential will obey

0.0
025

VD(r, z ) VD(r', z') =b,5(r—r')5(z —z'), (3.2)

-2.0-

-40-

with VD(r, z)=0. The overbar represents an average
over the impurity disorder. An explicit formula for the
coeScient 6 is given by Fisher, Fisher, and Huse, name-
ly,

-6.0- b, = 4ylu, nl[T, /(T, —T)] (Po/16mzgz), (3.3)

-8.0-
0

I

O. I 0.2
t

0.3 0.4

where U, is the volume of the unit cell in the underlying
crystal, nr is the fraction of impurities in this cell, and

FIG. 4. Constant intensity contours of the reduced structure
function (2.49) as a function of q, /A and q, /A, where
&=')/2H/H, g is the radius of the circular Brillouin zone dis-
cussed in Ref. 8, as obtained from the hydrodynamic theory dis-
cussed in the text.

will then be checked via an explicit calculation using the
model of disordered bosons considered by M.P.A. Fish-
er. To model disorder microscopically, we must add to
Eq. (2.1) a term

ys =d [lnTc(ni) ]/dni

is a dimensionless impurity coupling constant ( typically
of order unity).

Note first that we can rewrite Eq. (3.1) as

5$= f d r f dz VD(r, z)5n(r, z),
where 5n(r, z)=n(r, z) no a—nd we have used Eq. (1.2)
and the fact that the spatial average of the impurity po-
tential vanishes. This suggests that we model disorder by
adding an extra term to Eq. (2.45),

FL = fd rdz fd r'dz'[K(lr —r'l, z —z')t(r, z) t(r', z')+8(r —r', z —z')5n(r, z)5n(r', z')]1

2nD

+ fd r dz VD(r, z)5n(r, z) . (3.5)

Upon passing to Fourier space and making a q-dependent shift in 5n(qt, q, ), the annealed averages over t(r, z) and
5n(r, z) can be carried out as in Sec. IIB. After carrying out both the thermal average and an average over the
quenched random disorder, we readily find

n 2 2 2

T, (q~, q, ):—(t;(q)"t ( —q)) =k&T P; (qj )+ k&T +b.
K(qt, q, )

'
(q)q, + (q)q f (q)q, +B(q)qt

P;, (qt),

2 2

~(qt, q, ) = & 15n(q)l'& =ks T ' +a
K(q)q, + (q)q', K(q)q,'+B(q)q',

(3.6)

(3.7)

Disorder introduces a "Lorentzian-squared" correction to the hydrodynamic result (2.48) for the density correlation
function, with a similar correction for the longitudinal part of the tangent correlation function (2.47). The transverse
part of the tangent correlations is unrenormalized. The calculations are equally straightforward if we introduce a
quenched random field which couples linearly to the tangent vector.

B. Calculations within the boson model

The boson mapping can be used to calculate correlations directly from a more microscopic action with disorder,
namely,



Upon carrying out the transformations discussed in Sec. II A, we find that we must evaluate a partition function like
Eq. (2.15), but with Eq. (2.16) replaced by

S[g,P']= f d r f dz g' k T
(ks T)

V —p —5p(r, z) f+ —,
'

Vo(it~
1

(3.9)

We must of course average the logarithm of the partition function over the quenched random chemical potential
5p(r, z ) = VD(r, z), with a related quenched averaging procedure for correlations. This is the model considered in Ref. 5

as the basis of the phenomenological vortex-glass proposal. Here, we repeat the fluctuation-corrected mean-field treat-
ment of Sec. IIA in the limit of weak disorder, and show explicitly that disorder merely introduces "I.orentzian-
squared" corrections in the vortex liquid like those found in the hydrodynamic limit above. The limit of strong disor-
der, which becomes relevant near H, &

will be treated in Sec. IV. %e discuss explicitly only density correlations; the
calculations for tangent correlations are very similar.

Upon making the decomposition (2.19), and keeping only quadratic terms in n(r, z) .and 8(r, z), we find that the
eff'ective action (2.17}is replaced by

(ks T)
z ks Tno

z g(9S,s= fd r f dz —Vox + ~Vn[ + [VB[ +in 5pn— (3.10)
2 '

8noxl 2Ei Bz

which becomes

d
&,s= f [—,'X (q)G '(q)X(q) —5p(q)m( —q)]

(2m }z
(3.11)

with the definitions (2.24} and (2.25). It is now easy to evaluate the necessary annealed and quenched averages and find

2
(noqi/E))

&(qi, q, )=k~T. . .+b,
q, +e (q, )l(k~T)2

(noq i /E) )

q, +s (qi ) l(ks T)2
(3.12)

wh««(q, ) is the Bogoliubov spectrum (2.27). Disorder produces a "Lorentzian-squared" correction, just as in our hy-
drodynamic treatment. For small 5, the fluctuation-corrected mean-field theory used here should be adequate provide
we are far from H„. It is tedious, but straightforward to derive the tangent-tangent correlation function by the method
of Sec. II A. The result is

ks Tno (no& /fi) (noriip Ni)

q, +e (qj )l(ks T) q, +e (qj )l(ks T)
(3.13)

IV. RENORMALIZATION-GROUP TREATMENT
OF DISORDER NEAR H

Except for the anisotropic gradient couplings, the bo-
son representation (3.9) of flux lines with quenched ran-
dom impurity disorder resembles a two-component spin
model with bond randomness. ' ' Although weak disor-
der produces only small changes far from H„, quenched
impurity fluctuations do become important near the criti-
cal point p=0 of this theory. To determine the relevance
of the quenched random fluctuations in 5p(r, z) (which
cause spatial variations in the local H„},we can use the
Harris criterion. ' Upon adapting arguments used for in-
teracting lines with disorder in two dimensions, it is
easy to show that disorder changes the behavior at H, &

provided the specific heat of the pure system diverges.
Because the specific heat of three-dimensional supercon-
ductors without disorder only diverges logarithmically at
H„, we expect that quenched random disorder is a mar-
ginal operator. As we shall see, this operator is in fact
marginally relevant, leading eventually to new critical ex-

ponents at sufficiently large length scales near H„, ' and,
possibly, to a new vortex-glass phase.

In this section, we derive the renormalization-group re-
cursion relations for interacting flux lines with weak dis-
order near H, &, show that disorder is indeed marginally
relevant, and estimate the boundary in the (H, T) plane
above which the calculations in Sec. III are reliable. We
also discuss the current state of the vortex-glass hy-
pothesis.

A. Renormalization-group recursion relations

It is easiest to work in the first quantized representa-
tion (3.8), and consider the thermodynamic free energy
averaged over disorder,

I' =lnZN, (4.1)

where the partition function for a fixed configuration of
impurities is

ZN=, g fXlr~(z)e (4.2}
j=l
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and eVN is given by Eq. (3.8). As is often the case with
random systems, we have found it convenient to use the
replica trick. Accordingly, we consider k copies of the
partition function (4.2) and obtain the free energy F via
the relation

we only sketch the main features. There are now two
types of interactions between lines, as displayed in Fig. 5.
With d dimensions transverse to the flux lines, the two di-
mensionless coupling constants of the theory are an in-
teraction between identical replicas of two different lines

F= lim(ZA —1)/k .
k~0

(4.3) O&l q 2
Vc

v=
(ks T)

(4.7)

Upon rewriting the term involving disorder in (3.8) as

g f dz VD(r (z),z)
j=l

as in Ref. 3, and a new coupling constant which measures
the strength of the disorder,

r zVDrz r —r z (4.4)
Ad 2

(k~ T)
(4.8)

and averaging over the distribution of random impurities
described by Eq. (3.2), we find that the replicated parti-
tion function is

with

fSr, (z)e
(N!)"1=i,=i

(4.5)

'2
drj VoP~= f dz —g + g g 5(r'; —r,')

0 2 dz 2

g' 5(r; —rj~)
B g,j

a,P

(4.6)

-Vo&i

(kaT)

The sums over i and j run over N lines, while those over
a and P are over k replicas. The prime on the last sum-
mation means that it is restricted to the case
(i,a)A(j, P). The self-energy which arises when these
pairs of indices are equal has been subtracted out.

As discussed by Kardar for lines with disorder in two
dimensions, and by M. P. A. Fisher for disordered su-

perconductors, there is an attractive interaction between
different replicas. To determine the consequences of this
interaction, we apply the renormalization-group method
of Ref. 3. Because the calculations are not very different,

and

dU

dl
=ev —K v (4.9)

=sb, +KHZ (4.10)

where Kq =Sq/(2n ), and Sz is the surface area of a d-

dimensional sphere, S& =2m. /I (d/2). The recursion
relation for v is just the result for pure systems. ' The
recursion relation for 6 agrees with the result for a single
line wandering in a disordered medium derived by Kar-

where A-1/A, is the cutoff associated with the Fourier
representation of the 5 function in Eq. (4.6). For simpli-
city we have assumed a single cutoff in both the 5-
function interactions in Eq. (4.6). Flucutations in the im-

purity potential on scales shorter than A, can be incor-
porated into a redefinition of b, .

The renormalization-group method of Ref. 3 is
equivalent to summing up "ladder graphs" which
represent the effects of repeated applications of the in-
teractions between vortex lines shown in Fig. 5 (see also
Fig. 6). Because the first term in Eq. (4.6) is diagonal in
the replica index, the two types of interactions or rungs
of the ladders never mix. The renormalization-group re-
cursion relations which result from reducing the cutoff
from A to Ae ' are very simple. Upon setting d=2 —e,
we have

+ ~ ~ ~

+ dR)
(k T)

(a e p)

FIG. 5. Interaction vertices for vortex lines with disorder.
I,'a) Repulsive interaction between different lines within the same

replica. (b) Attractive interaction between different replicas in-

duced by averaging over the disorder.

+ ~ ~ ~

FIG. 6. Ladder graphs which contribute to the renormalized
interaction strength U, and the renormalized variance of the dis-
order strength h.
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dar, Parisi, and Zhang. The disorder is indeed margin-
ally relevant near H, &, even when interactions between
lines are taken into account. Note that there is no cross
coupling between the interaction coupling constant v and
the dimensionless disorder strength 6 to this order.

8. Mapping onto the dense limit

The solutions of the recursion relations (4.9) and (4.10)
when d =2 are

and

V(0)

1+E2V(0)l

z(l) = b(0)
1 —E~h(0)l

(4.11}

(4.12)

g2 & e
—4m/b,

no e (4.14)

which is equivalent to the criterion (1.4) discussed in the
Introduction. The thermal fluctuations which lead to
entanglement will screen out the disorder whenever

noh, ))e (4.15)

which is equivalent to Eq. (1.5). When this inequality is
satisfied, we can obtain the structure function by match-
ing onto the weak disorder results of Sec. III via a rela-
tion like that used in Ref. 3,

S(q~, q„v, Z)=S(e' q), e ' q„v(l'), i((,(l')) . (4.16)

For a discussion of screening of disorder in bosons where
VD(r, z ) is independent of z (the issue here is boson locali-
zation), see Ref. 46.

C. Is there a vortex-glass transition?

Upon using the constitutive relation between B=neo
and H derived for pure systems in Ref. 3,

B(H)= (H H„)ln-
4m v H —H

(4.17}

we see that Eq. (4.14) defines a line Hz(T) in the (H, T)
plane, below which disorder produces new physics, given
by the solution of

where v(0) and b,(0) are given by Eqs. (4.7) and (4.8) and
E2 =1/2m. . Although the disorder grows with increasing
length scales according to Eq. (4.12), one can still use
these recursion relations to match onto the fluctuation-
corrected mean-field theory of Sec. III. To determine
when this is possible, we integrate the recursion relations
into the dense regime, choosing l = l* such that

n(l')A=e '
, noh=1 ., (4.13)

This choice ensures that we are far from the critical point
in Eq. (3.9). Calculations like those in Sec. III will then
be possible provided E(l ) ((1. Disorder will dominate
the physics, however, if E(l')=O(1). Upon inserting
Eq. (4.13} into (4.12), we see that this will happen for
flux-line densities such that

(H H )1
477 ( /&')

—. Hd-H„
4~00 -4.(k T)3i~ ~B I

vA,

(4.18)

with v=0. 6. Natterman and Lipowsky show that this
leads to '

B(H)-(H H, ()~, — (4.20)

with P=v/(1 —v)=1.5. These results are presumably
correct even if a vortex-glass-phase transition occurs
somewhere above H, &.

M. P. A. Fisher gives several arguments for a thermo-
dynamically distinct vortex-glass phase. He shows, in
particular, that a model of interacting lines with disorder
in two dimensions leads to a renormalization-group insta-
bility which he interprets as evidence for a vortex-glass-
phase transition. He then argues that such a transition is
therefore even more likely to occur in three dimensions.
Edge dislocations, however, are excluded from Fisher's
two-dimensional model. Such dislocations could allow
for a gradual transition from a dilute region where disor-
der dominates, to a dense liquid of lines where disorder is
a small perturbation. Although it is sensible to exclude
dislocations for lines which cannot start or stop inside a
medium in two dimensions, these defects are inevitable in
three-dimensional vortex liquids for topological reasons.
As discussed in Ref. 22, the relevant dislocations have a
mixed edge and screw character, and do not require that
vortex lines stop or start inside the medium. It is hard to
rule out a gradual transition from a dilute disorder-
dominated regime to a dense thermally dominated liquid
regime (possibly mediated by disclinations as well) under
these conditions.

There is numerical evidence that the disorder-induced
instability in dilute two-dimensional vortex lines does
indeed lead to glassy behavior. In the absence of con-
vincing numerical work, the interpretation of instabilities
as transitions to new phases of matter should be viewed
with caution. There is, for example, a similar instability
at low temperatures in a soluble gauge glass model in two
dimensions. Here, however, the instability merely leads
to a reentrant disordered phase which is continuously con-
nected to a liquidlike high-temperature regime. There is

Note that $0/A. =8(H„), so that (Hd H, l
—)/

H, ~
-4n/v 'Because v is so large [v =8(105)], the

disorder-dominated regime is actually much smaller than
shown in Fig. 1(b). Because e, vanishes as T~ T„ the re-

gion of Fig. 1(b) dominated by disorder shrinks to zero in
this limit.

Is this disorder-dominated region a "vortex glass, " or
does it simply represent a crossover to new critical ex-
ponents at H„? A phenomenological theory of the con-
stitutive relation which replaces Eq. (4.17) in this region
has been worked out by Natterman and Lipowsky, '

based on the properties a single line in a disordered medi-
um. Although the instability summarized by Eq. (4.10}
has so far precluded an analytic treatment, there is nu-
merical evidence that a single line wanders according to

(4.19)
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APPENDIX A: CONNECTION BETWEEN
MAGNETIC-FIELD FLUCTUATIONS
AND VORTEX CONFIGURATIONS

Vortex
L quid

Vortex"
Glass

The magnetic-field fiuctuations at length scales much
larger than the London length A, are locked to the fluc-
tuations in the vortex positions. Here, we use the Lon-
don equation to estimate magnetic-field correlations over
a broader range of length scales, down to the coherence
length g&(A, . For simplicity, we restrict our discussion
to pure (i.e., nonrandom) systems.

For isotropic superconductors permeated by a set of
vortex lines described by (1.2) and (1.3), the London equa-
tion reads

b(r, z) —
A, V b(r, z)=goT(r, z), (Al)

FIG. 7. Two possible phase diagrams for vortex liquids at
high temperatures in the presence of disorder. In (a), disorder
simply leads to a supression of H, &

and new critical exponents
along the line H, &(h) for 6%0. Although a single vortex line
may exhibit glassy behavior (Ref. 52), the vortex-glass "phase"
in this scenario exists only in the limit of infinite dilution along
the line H, &(b, ) itself. In (b), there is a true vortex-glass phase,
extending a finite distance above H, 1 for all nonzero b, .

where the vortex "currents" T, =n(r, z}, Ti=t(r, z} act
as source terms. For a given position of the flux lines
Ir;(z)j the corresponding magnetic field can be obtained
using (A 1). From this equation one deduces

(5b„(q)5b„(—q)) = . ..(T„(q)T„(—q)),0o

(I+I, q )

(A2)

no true vortex glass, except possibly at zero temperature.
The gauge glass model has recently been studied numeri-
cally in three dimensions by Huse and Seung, ' who find
evidence which slightly favors the vortex-glass hy-
pothesis. A recent analysis of c-expansion results for the
gauge glass by Moore and Murphy, however, suggests
that the lower critical dimension for spin-glass order is in
fact greater than three. Although results on the statisti-
cal mechanics of a single vortex line can be interpreted in
terms of spin-glass behavior (described by a zero-
temperature fixed point), this would convincingly estab-
lish the existence of a vortex-glass phase only on the 0, &

line itself, and not above this line.
The best evidence for the vortex-glass hypothesis at

present is probably the striking phenomenological fit ob-
tained using these ideas to the experiments of. Koch
et al. Figure 7 shows two possible phase diagrams at
fixed temperature, as a function of field and disorder
strength, close to H„. Further analytic or numerical
work which shows which (if any), of these diagrams is
correct would be most welcome.

which leads to Eqs. (2.9) and (2.10).
It is straightforward to generalize this approach to an

anisotropic superconductor with a (dimensionless) diago-
nal mass tensor [with (r,z) =(x,y, z) =x„]
m„„=m =mi, m =m, . The London equation now
reads

d b„b„—A, m, e, „e &„„=PoT„,
aX~oX~

(A3)

b, (q) = n(q),
4o

1+A, m q
(A4)

b, ,(q)=, P, (q, )t, (q)1+1, (m, qj+miq, )

where c,
& is the Levi-Civita antisymmetric tensor. We

use the notation of Kogan. Equation (A3) is readily in-
verted in Fourier space, and leads to the following rela-
tions between b and T:
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+, , P,,(q, )t, (q) .
&+X'm, q'

One now readily obtains

(5b, (q)5b, ( —q) ) = S(qi, q, ),(I+A, miq )

(A5)

(A6)
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2

& 5bi;(q)5b„( —q) )=,
2 2 I';, (qi) & (qi, q, )

(I+A. m, q )

p2

[I+A, (m, qi+miq, )]

the additional terms,

2 2

& 5b,'(q)5b,'( —q) ) =4m.ks T
A, miqg

1+%, miq

& 5b'; (q)5b' ( —q) )

(A9)

X&1(q, )B(q„q,), (A7}

where A ( qi, q, ) and 8 ( qi, q, ) are the longitundinal and
transverse parts of the tangent correlation function
defined in Eq. (2.26}.

The above formulas are only a zeroth order estimate.
Indeed, for a given configuration of vortices [r;(z)) one
has

b=bi, „d,„(tr;(z) j )+5b', (A8)

where b„,„d,„is the saddle-point solution of minimization
of the Landau-Ginsburg free energy for fixed vortex posi-
tions. 5b' represents thermal deviations from the solu-
tion of the London equation. Thus, up to now, only
magnetic-field extrema associated with a fixed set of vor-
tex positions have been taken into account in the calcula-
tion of the fluctuations. One can, however, estimate the
effect of these additional terms. Within the London
theory, the above correlation functions simply acquire

I

=4mk~ T

X2m, m, q4

2 4 2 2 ii ~~i)
A, mmmm, q +mzqz+m, q,

(A 10}

FL=fdzdr (b +A, 2m; 'A;A ). (A 1 1)

Here, we set b=V X A and work in the gauge V A=o.
Disorder on short length scales will also modify the

above results. We have not attempted to estimate this
efFect.

obtained from the term quadratic in the fields in the Lon-
don free energy,

APPENDIX 8: CORRELATION FUNCTIONS USING REPLICAS

In this appendix we show that the result (3.12}for the structure function in presence of weak disorder can also be ob-
tained by applying the replica method to the coherent states path-integral representation associated with (3.9). The re-
plica method allows us to compute averages of the type

C(r, z) =
& n (r,z)n(0, 0) ) —

& n(r, z) ) & n(0, 0) )

through

m

C(r, z)= lim —g &n (r, z)n (0,0)), ,
m

(Bl)

(B2)

where a set of m replicated fields have been introduced, & ), is the connected part of the thermal average, and the over-
bar denotes an average over the disorder. One can explicitly separate in (3.12) the contributions to the averaged struc-
ture function due to thermal fluctuations and to disorder, respectively, by writing C(r, z) =CtI, (r,z)+ CD(r, z) with

C,„(r,z) =
& n(r, z)n(O, O) ) —

& n(r, z) ) & n(O, O) &

and

CD(r, z) =
& n (r, z) ) & n (0,0) ) no . —

Note that in a scattering experiment it is the sum C(r, z) which is measured.
The above correlation functions are associated with the replicated grand canonical partition function:

m m m

Z, =f g ny.*my.exp —g S(f:,f ) Iks T —=f g 2)/*2)P exp[ S(tg, g ) Ik&—T], (B3)
a=1 a=1 a=1

a,P

where S(g', P) has been defined in (3.9). The replicated action reads

Be (kiiT) (ks T) n VoS= fdzdr g in ksT + (Vn } + (Ve ) + n pn-
z gf n 261 2

(B4)

m no

I.et us first examine the mean-field solution with constant density. It is minimized for n =nii(m}, where no(m} mini-

mizes the mean-field Lagrangian,

Vo
+MFT m Pno+ (B5)
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i.e., no(m) =p/( Vo m—b, /kz T). The action becomes unbounded for m )m, =kii TVp/6, but this is an artifact of the
model. The problem is only that moments Z do not exist for rn too large for a model with a Gaussian distribution.
To see that this singular behavior is harmless, let us look at the simple integral

+ 00 1 Vo z 5p (p+5p)'Z(5p)= J dx exp px — x + x =C exp
00 kB T 2 kB T 2kB TVo

(86}

with C=(2irkiiT/Vo)'~ . Now if 5p is distributed according to a centered Gaussian of variance 5, clearly Z is
infinite for m )m, . However, lnZ =lnC+(p +6)l(2TVo) is well defined, and it is a simple exercise to check that it is
given by the limit for m —+0 of the expression (Z —1}/m computed via the replica trick for rn & m, . For the model
(84) the same artifact occurs and can be removed either by considering better behaved randomness or higher-order
terms in the density expansion. %e thus assume everywhere m (m, .

For fixed m, the action (84) can be expanded in n=.n —np(m) and V8 to quadratic order. Upon introducing a set

of vectors X,=( ) it is easy to see that the matrix of the quadratic form takes the cyclic form

A B B
B A B

(87)

where A and B are 2 X 2 matrices:

qinp(ks T)

q, ks T

—q, kBT

(ksT) qi
VO+

Segno kBT

B= 0

0

0

BT

(Bg)

Defining Y, =g, exp[2nia(a/m)]X for a=O, . . . , m —1 puts G ' into block diagonal form, with one mode
Yp=g X associated with the matrix A,

qino(ka T

q, kB T

qz BT

(k, T)'q',
Vo+

SE)no

(89)

and the (m —1) other modes associated with the matrix Ap of the pure system defined in (2.25). Upon using the formu-
la g, exp[2nia( /am�)]exp(2miaP/m )=m5 &, one finds

m

(~(q)n(q)) = lim —g (n.,(q)m ( —q))
m~o m ()

npqika T/Ei noqika T/E,= lim —(m —1) 2+2 2m-o m q, +s (qi}/(k&T) q, +s (qi)/(k&T) m(b/ksT)n—p(qi/Ki)
(810)

After taking the limit m ~0 explicitly, we find a result for S(q,q, ) = (m(q)m( —q) ), which agrees with Eq. (3.12). The
matrix G in (87) is easily inverted. In the limit m ~0 one obtains both correlations diagonal and off-diagonal in re-
plicas in terms of the vector x introduced above (i = 1,2, j= 1,2, a+P):

(x x )=(Ap Ao BAo ). (x xp )= (Ap BAp )&

from which one sees that the thermal part C,h(r, z) is unchanged by disorder (in mean field):

C,h(q)= lim [(ir (q)~*(q)) —(n (q)n&(q)) ) =Ch(q, h=O) .
m~0

'Also at Laboratoire de Physique Theorique {ENS), Laboratoire
propre du CNRS associe a 1' Ecole Normale Superieure et a
l'Universite de Paris-Sud.

P. L. Gammel, D. J. Bishop, G. J. Dolan, J. R. Kwo, C. A.

Murray, L. F. Schneemeyer, and J. V. Waszcak, Phys. Rev.
Lett. 59, 2592 {1987).

2A. P. Malozemofr, T. K. Worthington, Y. Yeshurun, and F.
Holtzberg, Phys. Rev. B 38, 7203 {1988), and references



10 128 DAVID R. NELSON AND PIERRE Le DOUSSAL 42

therein.
D. R. Nelson, Phys. Rev. Lett. 69, 1973 (1988); D. R. Nelson

and S. Seung, Phys. Rev. B 39, 9153 (1989); D. R. Nelson, J.
Stat. Phys. 57, 511 (1989).

4P.L. Gammel, L. F. Schneemeyer, J. V. Waszcak, and D. J.
Bishop, Phys. Rev. Lett. 61, 1666 {1988).

5M. P. A. Fisher, Phys. Rev. Lett. 62, 1415 (1989);D. Fisher, M.
P. A. Fisher, and D. Huse, Phys. Rev. B (to be published).
For earlier work on the vortex-glass state, see S. John and T.
C. Lubensky, ibid. 34, 4815 {1986).

R. H. Koch et al. , Phys. Rev. Lett. 63, 1511 {1989). There is
still some debate about the evidence cited for a vortex-glass-
phase transition in this paper; see S. N. Coppersmith, M.
Inui, and P. G. Littlewood, Phys. Rev. Lett. 64, 2585 (1990);
R. H. Koch, V. Foglietti, and M. P. A. Fisher, ibid. 64, 2586
(1990).

7T. K. Worthington, F. H. Holtzberg, and C. A. Feild, Cryogen-
ics 30, 417 (1990).

A. Houghton, R. A. Pelcovits, and A. Sudbo, Phys. Rev. B 40,
6763 (1989).

G. J. Dolan, G. V. Chandrasekar, T. R. Dinger, C. A. Feild,
and F. Holtzberg, Phys. Rev. Lett. 62, 827 (1989).

' E. H. Brandt, P. Esquinazi, and G. Wiess, Phys. Rev. Lett. 62,
827 (1989).

"C.Marchetti and D. R. Nelson, Phys. Rev. B 42, 9938 {1990).
' As pointed out in Ref. 5, a description in terms of decoupled

planes of point vortices may in fact be appropriate in Ba-Sr-
Ca-Cu-0 when 8& 1 T due to the exceptionally weak inter-
planar couplings in these materials. The only source of a
large liquid viscosity in this case is collective effects associat-
ed with two-dimensional melting. Similar conclusions have
been reached by V. M. Vinokar, P. H. Kes, and A. E.
Koshelev, Physica C (to be published) and by L. Glazman
(unpublished). Vortex lines degenerate into decoupled planes
when thermal fluctuations cause an individual line to jump a
distance comparable to an intervortex spacing when passing
from one Cu02 plane to the next. This happens only forI~ 50 T in Y-Ba-Cu-O. Although melting temperatures ex-
tracted from the theory of two-dimensional melting are prob-
ably accurate in this regime, correlations in the crystalline
phase are never two-dimensional in the asymptotic long-
wavelength limit. The presence of any nonzero interplanar
coupling leads, in particular, to three-dimensional 5-function
Bragg peaks (with anisotropic diffuse scattering) at all tem-
peratures below the melting point. See B. J. Birgeneau and
D. J. Litster, J. Phys. Lett. (Paris) 39, L399 (1978).
S. Obukhov and M. Rubinstein, Phys. Rev. Lett. 65, 1279
(1990).
See, e.g., the articles by A. L. Fetter and P, C. Hohenberg, by
Y. B. Kim and M. J. Stephen, and by W. F. Vinen, in Super-
conductivity, edited by R. D. Park (Marcel Dekker, New
York, 1969), Vol. 2.

' Remarkably, there do not yet appear to be decoration experi-
ments which compare the configuration of flux lines which
enters a sample with that which emerges from the other side.
E. M. Forgan, D. McK. Paul, H. A. Mook, P. A. Timmins, H.
Keller, S. Sutton, and J. S. Abell, Nature (London) 343, 735
(1990).
D. Cribier, B. Jacrot, L. M. Rao, and B. Farnoux, Phys. Rev.
Lett. 9, 106 (1966).
D. K. Christen, F. Tasset, S. Spooner, and J. A. Mook, Phys.
Rev. B 15, 4506 (1977).
For an illustration of how flux-line motion begins to blur con-

ventional decoration photographs with increasing tempera-
ture, see R. N. Kleiman, P. L. Gammel, L. F. Schneemeyer, J.
V. Waszczak, and D. J. Bishop, Phys. Rev. Lett. 62, 827
(1989).
E. H. Brandt, Phys. Rev. B 34, 6514 (1986); Phys. Rev. Lett.
63, 1106 (1989).

2 T. Natterman and R. Lipowsky, Phys. Rev. Lett. 61, 2508
{1988).
M. C. Marchetti and D. R. Nelson, Phys. Rev. B 41, 1910
(1990). The dislocation-mediated melting hypothesis ex-
plored here is also applicable via the boson analogy of Ref. 3
to quantum melting of two-dimensional boson crystals at zero
temperature. Little is known about the hexatic superfluid
phase predicted by this approach.
E. M. Chudnovsky, Phys. Rev. B 40, 11355 (1990); and (un-
published).

24C. A. Murray, P. L. Gammel, D. J. Bishop, D. B. Mitzi, and
A. Kapitulnik, Phys. Rev. Lett. 64, 2312 (1990).
A. I. Larkin and Yu. N. Ovchinnikov, J. Low Temp. Phys. 34,
409 (1979).
P. Le Doussal and D. R. Nelson (unpublished).

27See, e.g. , J. W. Negele and J. Orland, Quantum Many Particle-

Systems (Addison-Wesley, New York, 1988), Chaps. 1 and 2.
V. N. Popov, Functional Integrals and Collective Excitations
(Cambridge University Press, New York, 1987).
G. D. Mahan, Many-Particle Physics {Plenum, New York,
1981).

P. G. de Gennes and J. Matricon, Rev. Mod. Phys. 36, 45
(1964).
See A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinski,
Methods of Quantum Field Theory in Statistical Physics
(Prentice-Hall, Englewood Cliffs, NJ, 1963).
First worked out two-dimensional superfluids by V. N. Popov
in Theor. Math. Phys. 11, 565 (1972), and rederived using
renormalization-group techniques by D. S. Fisher and P. C.
Hohenberg, Phys. Rev. B 37, 4936 (1988). A
renormalization-group derrivation with the free boundary
conditions appropriate for vortex lines is given in Ref. 3.
R. P. Feynman, Statistical Mechanics (Benjamin, Reading,
MA, 1972).

340ne might also hope to use the Bogoliubov approximation
corrected in this way to model the structure function of flux

liquids which are sufficiently dense so that npA &) 1. In this
limit, each vortex sits in an approximately constant potential
due to interactions with many distant neighbors. The most
important interaction between neighboring vortices is then a
hard-core repulsion which sets in at the coherence length

g «A, . An approximate eff'ective potential in this limit would
take the form (2.17), where the cutoff implicit in the 5 func-
tion is g instead of A, .
P. G. de Gennes, Mol. Cryst. Liq. Cryst. 34„177(1977).
J. V. Selinger and R. F. Bruinsma (unpublished).

37E. H. Brandt, Phys. Rev. B 34, 6514 (1986).
8D. R. Nelson, in Phase Transitions and Critical Phenomena,

edited by C. Domb and J. L. Lebowitz (Academic, New York,
1983), Vol. 7.
Disorder due to a frozen distribution of grain or twin boun-
daries is qualitatively different, except possibly on scales
much larger than the boundary spacing. The randomness is
correlated by the planar nature of the disorder in this case.

See, e g , T. C. Lubensky. .in III Condensed Matte-r, edited by
R. Balian, R. Maynard, and G. Toulouse (North-Holland,
New York, 1979).



CORRELATIONS IN FLUX LIQUIDS WITH WEAK DISORDER 10 129

~'A. B.Harris, J. Phys. C 7, 1671 (1974).
4~M. Kardar and D. R Nelson, Phys, Rev. Lett. 55, 1157 (1985).
4 M. Kardar, Nucl. Phys. 8 290, 582 {1987).
~M. Kardar, G. Parisi, and Y.-C. Zhang, Phys. Rev. Lett. 56,

889 {1986);Kardar and Y.-C. Zhang, ibid. 58, 2087 {1987}.
45A related crossover criterion for the behavior of critical

currents can be inferred from the paper of M. B. Feigelman
and V. M. Vinokur, Phys. Rev. B 41, 8986 (1990). Their for-
mula for the critical current at high temperatures and low

fields, in particular, has an exponential factor that is similar
to the right-hand side of Eq. (1.41.

46M. P. A. Fisher, P. B. %eichman, G. Grinstein, and D. S.
Fisher, Phys. Rev. B 40, 546 (1989); D. K. K. Lee and J. M.
F. Gunn (unpublished).

See, e.g., S. N. Coopersmith, D. S. Fisher, B.I. Halperin, P. A.
Lee, and W. F. Brinkman, Phys. Rev. B 25, 349 (1982).

This is precisely what happens in crystalline and fluid films on
a substrate with a random topography. See S. Sachder and D.
R. Nelson, J. Phys. C 17, 5473 (1984).
M. P. A. Fisher (private communication).

50M. Rubinstein, B. Shraiman, and D. R. Nelson, Phys. Rev. B
27, 1800 (1983).
D. Huse and H. S. Seung, Phys. Rev. 8 42, 1059 (1990).

52M. A. Moore and M. Murphy {unpublished).
53M. Mezard, J. Phys. {Paris) 51, 1831 (1990), and references

therein.
~4V. G. Kogan, Phys. Rev. B 24, 1572 (1981).


