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We study extended Hubbard and Peierls-Hubbard models with up to N =10 sites and half-filled
bands with modified boundary conditions. For the extended Hubbard model, the finite-size depen-
dence of the transition from the charge-density-wave regime (CDW) to the spin-density-wave
(SDW) regime and of the condensation transition is critically examined, clarifying some previous re-
sults. For the Peierls-Hubbard model and N =< 10 with modified periodic boundary conditions, we
always see a decrease of dimerization with U. Extrapolating these results to infinite N, we find that
dimerization is enhanced by U for small electron-phonon coupling & <0.75, whereas it decreases
with U for 0.75 <& <1. By extending this model by a nearest-neighbor repulsion V, the amplitude
of dimerization reaches a maximum at the same value U <2V, where the CDW-to-SDW transition

occurs in the extended Hubbard model.

I. INTRODUCTION

Recently there has been a renewed interest in the Hub-
bard model' and various extensions and geometries in one
and two dimensions. Whereas the two-dimensional (2D)
Hubbard model plays an important role in the discussion
on the high-T, superconductors,’ the one-dimensional
(1D) Hubbard model is either the very basis of or a
relevant extension to theories describing quasi-one-
dimensional compounds such as conducting polymers
and organic superconductors.’® The standard model for
the description of conducting polymers was proposed by
Su, Schrieffer, and Heeger4 (SSH). It considers the bond
alternation in conjugated polymers to be the result of a
Peierls distortion, and consequently starts out from a
tight-binding Hamiltonian of noninteracting electrons on
an elastic lattice. While the SSH model describes a
variety of experimental results quite well, some others are
in qualitative disagreement and point towards the neces-
sity to include (possibly strong) electron-electron interac-
tions. For example, there are observations of negative
spin densities on odd sites of neutral solitons in electron-
nuclear-double-resonance experiments,>® and the finding
that neutral solitons do not contribute to the midgap op-
tical absorption.” When the SSH model is extended by
adding Coulomb interactions between the electrons, one
is faced with a complicated many-body problem, namely,
the competition of the attractive electron-phonon with
the repulsive electron-electron interactions, both being
associated with very different energy scales. In polyace-
tylene, e.g., the electronic bandwidth is believed to be
about 10 eV, while a characteristic phonon frequency is
estimated* as 0.1 eV. Accordingly, initial results on the
influence of a Hubbard on-site electron repulsion U on
dimerization—certainly the most fundamental property
of conjugated polymers—were very surprising: As U is
increased from zero, the dimerization first increases, then
passes through a maximum and finally decreases.?”'* Al-
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though there seems to be a common agreement about the
qualitative features of this behavior, we shall show that it
may no longer be true if the electron-lattice coupling is
strong. Even for weaker coupling important unsolved
questions remain. For example, both the location of the
dimerization maximum as a function of U and the
amount of dimerization enhancement are different in
different studies. Worse, even the mechanisms operating
are disputed: Some authors find the dimerization max-
imum to occur for U close to the bandwidth 4¢, of the
noninteracting undimerized (i.e., metallic) system and to
be determined by a barrier of resonance between different
configurations of valence bonds, i.e., different symmetry-
broken real-space configurations;!! others argue about
the relative importance of the Peierls and Hubbard gaps;’
finally, a very recent study obtains the dimerization max-
imum as a result of a competition between the dimeriza-
tion gap at U =0 and the actual valence-band width'*
(i.e., finite U, finite dimerization). This situation is cer-
tainly due to different approximations used in the various
approaches. Analytic calculations often rely on perturba-
tion expansions and therefore small parameters,”!% %13
while the small system size, implying an extreme sensi-
tivity of the results to boundary conditions, is the most
serious limitation of the “in principle exact” numerical
methods.®!! In Ref. 14 a systematic finite-size analysis of
numerical data on SSH-Hubbard and Pariser-Parr-Pople
(PPP) models were performed, shedding, however, addi-
tional doubt on the reliability of previous results.®”!*
Therefore more systematic studies are certainly helpful in
clarifying these issues. This applies in particular to ex-
tensions of the electron-electron Hamiltonian beyond the
simple Hubbard model, where only few studies are avail-
able®'! and even the purely electronic Hamiltonian is not
fully understood.!> 18

This paper attempts to clarify some of these issues by
performing Lanczos diagonalization studies of extended
Hubbard and Peierls-Hubbard models with half-filled
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bands. After the definition of the model and a general
discussion of boundary conditions in Sec. II, we investi-
gate the 1D extended Hubbard model, which consists of a
nearest-neighbor hopping element (¢,) and electronic on-
site (U) and intersite (V) interactions, in Sec. III. This
model shows a phase transition from a charge-density-
wave (CDW) region (with alternating doubly occupied
and empty sites) to a spin-density-wave (SDW) ground
state (with antiferromagentically ordered spins) for repul-
sive interactions. Based on the exact computation of
eigenstates and correlation functions, we examine the na-
ture of the transition and its location in the U-V plane,
which have been controversial questions so far.!>"!* We
also investigate the condensation transition for attractive
interactions,'® where we present results on an intermedi-
ate region between the charge separated (CS) and the
SDW phase.

In Sec. IV, the electrons are coupled to acoustic pho-
nons in an elastic (but static) lattice, as proposed by Su,
Schrieffer, and Heeger.* We examine the influence of a
Hubbard U on dimerization for various strengths of the
electron-phonon coupling. It will be seen that the param-
eters believed to describe polyacetylene* are intermediate
between small and strong coupling and that important
new physics emerges in these limits. Finally, we add a
nearest-neighbor interaction V. We shall point out that
the magnitude of dimerization in these (finite) systems is
intimately related to the CDW-to-SDW transition of the
extended Hubbard model, and discuss its consequences.

We find that often finite-size effects have been underes-
timated earlier and are indeed responsible for much of
the confusion in the literature. On selected examples, we
demonstrate that a careful finite-size analysis is essential
for obtaining reliable information on infinite systems. A
conclusing summary can be found in Sec. V.

II. MODEL AND BOUNDARY CONDITIONS

We consider the following SSH-Hubbard Hamiltonian
H=—3[to+a(—1)'X1(c/; ,c;, +H.c.)

Ls

+USnn, +VInn, . +NKX?/2 . (1)
li i

As we are interested in the half-filled band case, there are
N electrons with spin s described by creation operators
c,TS distributed on the N lattice sites labeled with
I=1,2,...,N. ng =c,1:5c,’3 is the number operator of
electrons with spin s on site I/, and n,=n;;+n,,.
t;=ty+a(—1)'X is the transfer element for nearest-
neighbor hopping between / and / + 1, which is modulat-
ed by a static dimerization of amplitude X; thus, (—1 )X
is the difference between the distortions at L and [ +1. «
is the electron-phonon coupling* and K the force con-
stant of the lattice. The electrons interact through an
on-site repulsion U and a nearest-neighbor interaction V.
A crucial point is the selection of appropriate and con-
sistent boundary conditions, as the solutions of the Ham-
iltonian (1) quantitatively depend on the number of sites
(and of electrons) N, and even qualitatively on the bound-
ary conditions chosen. This will be easily seen in the
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noninteracting limit U =V =0, where the Hamiltonian
(1) can be solved analytically by filling N/2 of the N
single-particle energies

ej=i(4t(2)coszkj+4a2X2sin2kj )12 (2a)

with two electrons up to the Fermi level €z <0, obtaining
the ground-state energy

Ey=2 3 ¢, +NKX?/2. (2b)

<
E]_EF

Evaluating the ground-state energy by minimizing (2b)
with respect to X, it turns out that E, and even more the
degree of dimerization X ;, that minimizes E,, depend
very strongly on N and on the boundary conditions select-
ed. This is especially true for those small N, for which
the full Hamiltonian (1) is numerically tractable (in our
case N =10). With increasing N the dependence on N
vanishes, and there is a common limit for all boundary
conditions. The convergence is more rapid for larger a.

Applying periodic boundary conditions (PBC’s), the al-
lowed wave vectors k; in Eq. (2a) are k, =2mj/N. Thus
the Fermi wave vector for the infinite system with half-
filled band kp =17 is only included for N =4n, n €N. If
we use antiperiodic boundary conditions (ABC’s), howev-
er, kp=1m is included for N =4n +2. Because the phys-
ically most important states are those close to the Fermi
surface, we get oscillations in all physical quantities with
period four in the number of sites, if we select either
periodic or antiperiodic PBC’s. In order to avoid these
oscillations and increase the number of numerically tract-
able finite systems with consistent boundary conditions
we follow the ideas of Jullien and Martin?® and introduce
a phase angle ¢ ER:

c;,+l=c1;exp(—i¢) , (3a)
k,=2mj/N—¢/N . (3b)

Periodic boundary conditions (PBC’s) correspond to
¢ =0, antiperiodic boundary conditions ( ABC’s) to ¢ =1r.
A monotonous behavior with N at least for all even N is
achieved by choosing ¢ =¢, for N =4n and ¢ =¢,+ 7 for
N =4n +2. Taking ¢,=0, we define modified periodic
boundary conditions (MPBC’s) and modified antiperiodic
boundary conditions (MABC’s), respectively:

_ |0, N=4n (PBC)

MBPC: 4= [77, N=4n+2 (ABC), (42)
__|m N=4n (ABC)

MABC: ¢= {o, N =4n+2 (PBC), (4b)

Applying MPBC’s, the ground-state energy E, (X =0) is
degenerate in the noninteracting limit, and the system al-
ready dimerizes (X ;,70) for infinitesimally small a. For
MABC’s, however, there is a finite-energy difference be-
tween the highest occupied and the lowest unoccupied
single-particle states [Eq. (2), a=0]. Therefore, a finite
value of a > a.(N) is necessary to obtain X ;,70, and the
small a regime cannot be examined at all on small clus-
ters. It is not possible to treat a and U equivalently with
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MABC’s. Minimizing Eq. (2b) tells us that there is a
finite value of dimerization, which is a common limit of
both MABC’s and MPBC’s, in the infinite noninteracting
system. Therefore, one cannot expect to obtain correct
information about the infinite system by choosing''
a(N)=a,(N), which means that there is no dimerization
in the noninteracting case. We will show that the
modified boundary conditions (4a) and (4b) supply mono-
tonous behavior for all even N and also for U, V#0. Pre-
viously modified periodic boundary conditions have been
used by several studies of the extended Hubbard mod-
el,'® 1% whereas former investigations on polymers have
mostly preferred PBC’s for 4n +2 systems only,'' '3
which are a special case of MABC, in order to exclude
the Jahn-Teller effect, or studied periodic boundary con-
ditions for 4n and 4n +2 systems separately.'* However,
we select MPBC’s in our electron-phonon model, as the
Peierls distortion observed in the infinite chain operates
through a similar mechanism as the Jahn-Teller effect for
finite N. A systematic comparison of the influence of
different boundary conditions is given for some of our re-
sults.

We first calculate all possible electronic configurations
for a given value of the total spin projection S,. Accord-
ing to a theorem by Lieb and Mattis,?' in one dimension
the ground state always belongs to the total spin S =0,
and can be found in the subspace S, =0, which consists of
(¥ »)* configurations. In calculating the matrix represen-
tation of the Hamiltonian (1) our algorithm exploits the
charge conjugation symmetry for the half-filled band.
We use a Lanczos method for real symmetric matrices?
to calculate eigenvalues and eigenvectors. For the four-
site cluster the accuracy of the Lanczos method can be
tested by comparing it to exact calculations carried out
earlier.”> The necessary number of Lanczos iterations is
chosen in such a way that the analytically known
ground-state energy for U=V =0 [cf. Eq. (2)] can be
reproduced with an accuracy of at least 10~ ', Accord-
ing to the limited computer memory available (VAX
8600), we have to restrict ourselves to calculations on 4,
6, 8, and 10 site clusters for the eigenvalue calculations
and on 4, 6, and 8 sites, when the calculation of eigenvec-
tors or correlation functions was necessary.

Further on we will use dimensionless values for ener-
gies eq=E/ty, u=U/ty, v=V/t,, electron-lattice cou-
pling @=a(Kt,) /2 and lattice distortions x =X (K /
to)!/2, which is equivalent to setting z,=1and K =1.

III. PHASES OF THE EXTENDED HUBBARD MODEL

The extended Peierls-Hubbard Hamiltonian (1) com-
bines both electron-lattice (&) and electron-electron in-
teractions (u,v). In order to understand the effect of
these interactions properly, we use two different ap-
proaches: Before we study the full Hamiltonian (1) in
Sec. IV C, we will examine the influence of u on dimeriza-
tion for v =0 in Sec. IV A. In this section we discard the
coupling to the lattice (&=0), and are left with the ex-
tended Hubbard model. It should be remarked that this
model is, strictly speaking, still an approximation to real-
istic electron-electron potentials, as the simple Hubbard
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model has been amended only by a nearest-neighbor term
v. Hopping and Coulomb interaction terms beyond
nearest neighbors as well as off-diagonal bond-charge
repulsion terms are not taken into account. Recently it
has been shown, however, that such a treatment is a con-
sistent approximation for a long-range (i.e., weakly
screened) electronic potential, relevant, e.g., for undoped
polymers that are semiconducting. Most off-diagonal
terms and hopping beyond nearest neighbors are of
higher order in the overlap matrix element (which is as-
sumed small in any tight-binding approach) of nearest-
neighbor wave functions than diagonal terms.’* More-
over, the extended Hubbard model seems to contain most
of the essential physics of longer-ranged potentials.

First we want to examine the transition between
charge-density-wave (CDW) and spin-density-wave
(SDW) regions, which is found for repulsive interactions
u,v>0. This transition is known to occur roughly at
u =2v, but both its exact location and the order of the
transition are still disputed in literature.’>~'® From their
exact results on a small four-site cluster with periodic
boundary conditions Milans del Bosch and Falicov'® con-
cluded that the transition from CDW to SDW is of first
order and occurs exactly on the line ¥ =2v. This is in
contradiction to previous calculations,'® ™! where a devi-
ation from the Hartree-Fock result u =2v to values u
slightly smaller than 2v was found. While Hirsch’s
Monte Carlo results!® implied a change from a continu-
ous transition to first order for u ~3, Fourcade and
Spronken concluded both from their renormalization
group'® and finite-cell scaling method!” that the transi-
tion is continuous for all u.

We examine the phase diagram of this model quantita-
tively by calculating charge and spin correlation func-
tionslgdeﬁned according to Milans del Bosch and Fal-
icov:

RCNN=((N+22n”n,1—2n1n1+1))/2N N (Sa)
] !

RCSN:<(N+22n”‘n1l_2n1n[+2)>/2N N (5b)
: ! !

Rsnn =({[N =23 nj1nyy
!
+2Z”I,s(”lﬂ,«s—”1+1,s)])/2N ) (5¢)
I s

Rssn=([N =23 n;1ny,
7
T3 Iy =401 /2N (5d)
I s

The abbreviations Ry (Rgny) describes the ground-
state expectation values for nearest-neighbor charge
(spin) correlations, and Rcgy (Rggn) accordingly de-
scribes them for second-nearest neighbors. These func-
tions have values between 0 and 1. The charge-density-
wave phase is characterized by a large value of R -yn and
small Rgyy, the spin-density-wave region vice versa.
R gy and Rgyn are small in both phases. Although in
clusters larger than N =4 correlations even higher than
second-nearest-neighbor correlations could be observed,
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FIG. 1. Ground-state expectation values of the correlation functions Rcyy and Rgyn as a function of u for N =4 (solid), N=6
(dashed), and N =8 (dotted). The curves with a discontinuity at the corresponding value of Table I are for MPBC’s, the continuous
curves are for MABC’s. (a): Rgyny for N=4,6, 8 and v =1. (b): Rgyn for N=4,6,8 and v =1. (c): Rcnn for N=4, 6, 8 and v =4.
(d): Rgnyn for N=4,6, 8 and v =4.
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we restrict ourselves to those short-range correlations
defined in Eq. (5). In spot checks we also calculated
long-range correlation functions defined in a common
way as

N
R (2kp)= 3 (—1)Koo'(1)) (6)
=1
with
Ocpw=(—1)'n; and Ogpw=(—1)(n;;—n;,) .

As these ground-state expectation values showed discon-
tinuities at exactly the same parameter values u (v), we
ensured that the correlation functions defined in Eq. (5)
indicate the CDW phase (Rny large), the SDW phase
(Rgyn large and Rgyn ~2Rggy) as well as the charge
separated (CS) region (Rgy large and R gy =2RcnN)
very accurately.

As can be seen from Table I, the CDW-to-SDW transi-
tion is found exactly at u =2v only in the special case of a
four-site ring (N =4). For larger N the transition occurs
at a value u <2v. The deviation is most significant for
medium values of v and slightly increases with the num-
ber of sites. According to our limited set of different N, a
quantitative extrapolation for the infinite chain is
difficult. However, our results indicate a finite departure
from the Hartree-Fock result u =2uv, especially for inter-
mediate v, whereas for very small values v —0 we find an
asymptotic tangential approach to the u =2v line, in
agreement with previous results by Fourcade and
Spronken (Ref. 16, Fig. 4) as well as analytic calcula-
tions®® based on a continuum representation of the Ham-
iltonian (1), but in disagreement with others (Ref. 15, Fig.
5 and Ref. 17, Fig. 2), which did not find such an asymp-
totic approach, shedding some doubts on the reliability of
these methods especially for small interactions. For
u,v> >1 the CDW-SDW interface approaches close to
the line ¥ =2v again. Applying MPBC’s, we find a finite
jump in R yNy and Rgyy at the respective transition
value u (v) (cf. Table I and Fig. 1), indicating a possible
first-order transition. With MPBC’s we always find a
crossing of two energy levels that belong to states with
CDW and SDW structure, respectively, exactly at the
transition point, causing a discontinuity in R gy and

TABLE I. Transition values u (v) from CDW to SDW for
N=4,6,8 with MPBC’s. Correlation functions are discontinu-
ous at these values.

v N =4 (PBO) N=6 (ABC) N=8 (PBC)
0.1 0.20000 0.199 87 0.19978
0.2 0.40000 0.399 19 0.398 56
0.5 1.00000 0.99275 0.98729
1.0 2.00000 1.97291 195375
1.5 3.00000 2.95054 2.92779
2.0 4.00000 3.93003 3.886 56
40 8.000 00 7.87780 7.81777
6.0 12.000 00 11.8621 11.8099

12.0 24.0000 23.8847 23.8704

200 40.0000 39.9203 39.9187

V. WAAS, H. BUTTNER, AND J. VOIT 41

Rgyn- This discontinuity becomes gradually smaller
with decreasing u ~2v, but does not vanish for the finite
N we can calculate. In Fig. 1 we also show the results for
the opposite boundary conditions (MABC’s), where we
find no jump in correlation functions and no crossing of
energy levels. When we extrapolate both MPBC and
MABC results to a common limit for the infinite system
from Fig. 1, however, we find a discontinuous variation in
RN and Rgyy, indicating a first-order transition for
large v (e.g., v =4) in the infinite system, while there is a
continuous transition for small v (e.g., v =1). Clearly
both MPBC’s and MABC'’s supply a monotonous behav-
ior with N, and with increasing N the influence of bound-
ary condition vanishes. When we try to follow the transi-
tion line in the direction of increasing interactions, from
our calculations for v =1, 1.5, and 2, we rather see a gra-
dual than an abrupt change in the order of the transition
near u ~2v~3 as Hirsch" found it from Monte Carlo
calculations. Second-nearest-neighbor correlations R gy
and Rggy are not shown in Fig. 1, as they are small in
both regions and insignificant for the CDW-to-SDW
transition.

The extended Hubbard model also shows a condensa-
tion transition for negative intersite interaction v to a
charge separation (CS) region, where all the electrons
clump together in one half of the ring.!” For N =4 with
PBC, we find that all correlation functions are continuous
at this transition, and no condensation transition can be
found for repulsive u, even if v — — . Both facts are in
disagreement with Ref. 18. However, the four-site model
plays a special role, as for N >4 the CS ground state is
stabilized also for not too large u >0. Moreover, for
N >4 we find an intermediate region (IM) between CS
and SDW. In this IM state the edges of the separated
charge are softened and built by a singly occupied site
(e.g., for N=8 thisis 1, 11, 11, 14, {, 0,0, 0), instead of
the pure CS state (for N=8: 1|, 1, 1, 11,0,0,0, 0).
For u >0 and v << —1 the energy e(IM) of the IM
configuration is lower than e(CS) of the CS state, because

e(IM)=(N/2—1)4v +(N/2—1)u =e(CS)—u .

Therefore for v << —1 the phase boundary from CS to
IM is found at ¥ —0+ in Figs. 3 and 4. The boundary
between IM and SDW phases can be calculated from the
condition e (IM)=e(SDW )= Nu, yielding

N —4
N—-2

u=—2 . (7)

This asymptotic behavior is confirmed by our calcula-
tions (cf. Figs. 2—4). For smaller —v (> 0) hopping be-
comes important and enlarges the SDW region beyond
this line. For N — oo the transition to the SDW region

approaches the line u =—2v, as it was found by Lin
and Hirsch.!” Their Monte Carlo calculations with
N =8,12,...,32 were insensitive to the difference be-

tween CS and IM regions. Surely, as it is a marginal
effect, this difference will disappear for N — o, but the
effect of the boundary is important for finite-size studies
and should be considered for correct extrapolations. Us-
ing MPBC’s, we can clearly identify the transitions from
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FIG. 2. Phase diagram u (v) for N=4 with PBC’s. The tran-
sition CDW to SDW coincides with the line ¥ =2v. At this line
R N and Rgyy are discontinuous, and R gy and Rggy are con-
tinuous. The line 4 =2v extends into the negative u,v region,
but it no longer marks a transition when Rcgy is the largest
correlation function (in the CS region). Solid lines mark discon-
tinuous transitions; dash-dotted lines mark continuous transi-
tions. Dashed lines indicate the lines u =0, v =0, and ¥ =2uv.

CS to IM and from IM to SDW by discontinuous correla-
tion functions for N > 4. Only for N =4, no intermediate
region can be observed, because the boundaries between
CS and IM, and between IM and SCW, coincide at u —0.
As it was found for the transition from CDW to SDW for
repulsive interactions, the discontinuity vanishes if we
use MABC’s. We find a first-order transition from IM to
SDW, which is in good agreement with the transition
from CS to SDW found by Lin and Hirsch.!® The transi-
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FIG. 3. Phase diagram for N=6 with ABC’s. The
CDW/SDW phase boundary deviates from the line ¥ =2v. For
v << —1 the IM region extends from ¥ =0+ to u = —v. Solid
lines mark discontinuous transitions; dash-dotted lines mark
continuous transitions. Dashed lines indicate the lines u =0,
v =0, and u =2v.
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FIG. 4. Phase diagram for N=8 with PBC’s. The deviations
from the line u =2v are slightly larger than in Fig. 3. For
v << —1 the IM region extends from u =0+ to u=—4v/3.
Solid lines mark discontinuous transitions; dash-dotted lines
mark continuous transitions. Dashed lines indicate the lines
u =0,v =0, and u =2v.

tion from CS to CDW for both u,v <0 is found to be
continuous for N =4,6,8 (compare Figs. 2, 3, and 4).
From the phase diagram [u (v) with u =u/t;, v =V /1,
of the extended Hubbard model] for N=4,6,8 with
MPBC’s and the asymptotic behavior for u, —v >>1 [Eq.
(7)] we see that the condensation transition for attractive
interactions v shows a larger finite-size dependence than
the CDW-to-SDW transition for v >0, which is the phys-
ically more relevant case.

IV. COUPLING TO A STATIC LATTICE
AND DIMERIZATION (x #0)

A. Influence of the on-site interaction u on dimerization (v =0)

Introducing the electron-phonon constant @ and the
distortion parameter x in our Hamiltonian (1) describes
the coupling to a static lattice (SSH-Hubbard model).
The alternating sign of Fx corresponds to alternating
single and double bonds changing the transfer element ¢,.
We always take x as a parameter to minimize the
ground-state energy ey(x) to ey(x;,), obtaining x;, as
the degree of dimerization. In order to examine the
influence of the Hubbard on-site repulsion u on x;,, cal-
culations are carried out for N=4, 6, 8, and 10 sites and
v =0 with modified periodic or antiperiodic boundary
conditions. Our results with MPBC’s (Figs. 5—7) confirm
perturbation theory arguments'>'? that for small u di-
merization depends on the second order of u:

X (6, N)=a(N)+b(Nu? . (8)

Using MPBC’s Eq. (8) holds very well for u =1, whereas
it is not true for MABC’s (compare Fig. 6). The
coefficients a (N) and b (N) must have a monotonous size
dependence because of our selection of boundary condi-
tions in Sec. II. The & dependence of a (N) is shown in
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TABLE II. Dimerization x;,(0,N)=a(N) for u =v =0 dependence of N for different values of a@.
MPBC results converge from above to the infinite N result, MABC’s results from below. For MABC'’s,

dimerization is equal to zero as long as @ <&_ (N).

a 0.4 0.5 0.5659 0.7071 0.8 1

N
4 (PBC) 0.4 0.5 0.5659 0.7071 0.8 1
6 (ABC) 0.2841 0.3686 0.4297 0.5800 0.6967 1
8 (PBC) 0.2254 0.3030 0.3635 0.5286 0.6660 1
10 (ABC) 0.1893 0.2629 0.3244 0.5048 0.6567 1
o 0.0272 0.1283 0.2294 0.4831 0.6528 1
10 (PBC) 0 0 0 0.4532 0.6486 1
8 (ABC) 0 0 0 0.3996 0.6366 1
6 (PBC) 0 0 0 0 0.5766 1
4 (ABC) 0 0 0 0 0 1

Table II: a(N)=x_;,(0,N) can be obtained analytically
from exact one-particle calculations for arbitrary N [Eq.
(2)], confirming our diagonalization results exactly for
N =0. a(N) converges towards a nonzero limit a () as
N — oo, namely, from above for MPBC’s and from below
for MABC’s (cf. Table II). For small « this limit can be
obtained'? analytically as
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dotted). There is an N-independent point at u,=3.66. The
unfinished dotted line increasing with u? for small u <1 indi-
cates our extrapolated result for N— «. The dotted line for
large u marks a result of spin-Peierls theory (Ref. 27) for
N— .

alw)=(4/a)exp[ —1—m/(4a?)).

Minimizing Eq. (2) for very large N (e.g., N =10 000),
we find approximately a linear dependence of a( «) on &
in the large @ region, where this expression no longer
holds (cf. Table II). Using MABC'’s, however, dimeriza-
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(dash dotted). For N=6 and 8 we show both MPBC’s results,
which decrease for small u with u2, and MABC results, which
increase for small u but remain lower than the MPBC results.
For MPBCs, there is an N-independent point at u,=6.51. Al-
ready for N=38, the influence of boundary condition vanishes
for large u. The unfinished dotted line increasing slowly with u?
for small ¥ <1 indicates our extrapolated result for N — .
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tion is exactly equal to zero as long as & <a&.(N). Be-
cause of the finite difference in energy between the
highest occupied and the lowest occupied levels, a finite
minimum value of electron-lattice coupling &.(N) is
necessary for N < oo with MABC’s. This critical value of
@.(N) is quite large for those N which can be treated in
numerical calculations, e.g., @&,(4)=2'4~0.8409 and
@.(6)=2712~0.7071. On the other hand, when we use
MPBC’s, the Fermi level corresponds to an allowed wave
vector and is half occupied. Because of the degeneracy of
the ground state we find a nonzero dimerization already
for an infinitesimally small coupling @&. Therefore,
MPBC’s must be used in order to obtain information
relevant for systems with small &. Our calculations with
a@=0.5 (shown in Fig. 5) could not be performed with
MABCs, because &@=0.5 <&.(N) for N =26. The results
shown in Fig. 6 correspond to @=2"12~0.7071=a&,(6).
In this case we can also use MABC’s for N =6 (PBC) and
N =8 (ABC). Obviously the dimerization obtained with
MABC’s is always smaller than with MPBC’s for the
same number of sites N (cf. Fig. 6), buy for large u the
influence of different boundary conditions vanishes.

There is a maximum physical value of &; it is obtained
by the condition & px;, =1 (or tn=apX;,), the case of
fully decoupled dimers with t;=0 and ¢, ,,=2t,. In the
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FIG. 7. The coefficient b of Eq. (8) in dependence of @& for
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Our extrapolated results for N =« are indicated by circles.
The dotted curve marks the evaluation of the result of Baeriswyl
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parameters «,K and U =<t, dimerization is given by
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noninteracting case, we find @,=1, x;,=1, and the
ground-state energy per site eg(x,;,)/N = —2 indepen-
dent of the number of sites for both MPBC’s and
MABC’s with N 2 4. In the limit &@p =1 the dimerization
for © =0 is a(N)=1 independent of N, whereas the de-
crease with u is slightly N dependent. We can treat the
case of decoupled dimers by assuming that every second
transfer term is equal to zero also for u70. Then the
ground-state energy is

(2/N)eg=u/2+x>—[u?/4+4(1+ax )*]"/2. 9)
The equation to determine x ;, reads

16(x>—a?)(1+ax)+u’=0. (10)
Assuming x,_,=1+b u?, we obtain necessarily a=1
and

b=-1/128. (11)

We notice that the assumption of decoupled dimers using
a@=1 for u >0 must be an approximation: As x_ ;. de-
creases with U also for @a=1, one would have to use
@p > 1 in order to get really decoupled dimers for u >0.
Nevertheless, the preceding (variational) result provides
an estimate of b () for @=1. The most important con-
clusion is that the sign of b ( ) is negative for @a=1.

The coefficient b(N) was evaluated by fitting our re-
sults with MPBC’s to Eq. (8), which proved to be very
well satisfied for ¥ <1. Improving earlier calculations,?°
we determined b(N) with an accuracy of 3X10™* for
N =10 and 2X 107 for N=4, 6, 8 and different values of
@. The results are shown in Fig. 7 as a function of @. We
found that b(N) is approximately proportional to 1/N,
but there are considerable deviations from this propor-
tionality, which become more obvious for large &. There-
fore we performed least-squares fits of our results to the
curves

b(N)=by+b,/N +b,g(N) (12)

using various functions g(N)=1/N%1/N31/N*1/
(NInN),1/(N?InN). The results for by=b() using
different functions g(N) deviate by less than 3X 1073
from the best value marked in Fig. 7 by circles. The dot-
ted line in Fig. 7 is the result obtained by expanding the
formula of Baeriswyl and Maki [Ref. 13, Eq. (20)] to the
order u% In this evaluation b,(&) reaches a maximum
near @=0.5, but the equation is only exact for small
a << 1. Figure 7 shows that the agreement is quite good
for @<0.5. For medium values of the electron-phonon
coupling (&=0.5), which are relevant for (CH),, our ex-
trapolated result for by is smaller than the analytic ex-
pansion of Baeriswyl and Maki. Clearly, for small & we
also find that b, becomes positive. As we have seen that
bg is negative for @=1, and the dependence of b, on @ is
continuous, there must be a critical value of &, for which
a crossover from dimerization enhancement to suppres-
sion of dimerization with u occurs in the infinite system.
Our extrapolated values by(a&) in Fig. 7 yield by(&,)=0
for @;=0.75(1+0.04). This value corresponds surprising-
ly well with the one found by Baeriswyl and Maki by a
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different approach: Ao=2a3/7=0.37 or &,=0.76.

For small @ there is further support for an enhance-
ment of dimerization by u in the infinite system: We al-
ways find a finite value u, for which the degree of dimer-
ization x ;, (1o, N) is independent of N (cf. Figs. 5 and 6),
if we use MPBC’s. As the boundary conditions were
chosen in a way that provides monotonous behavior with
N (cf. Sec. II), those N-independent points must also be
points of the dimerization curve of the infinite chain.
Thus, for any fixed value of @&, we get two points (¥ =0
and u =ug,) of the curve for the infinite system. For
small & we find x;,(0, ) <x_. (uy,N). Therefore the
dimerization x;,(u, o) has to increase with u first to
pass through the N-independent point x ;. (14, N).

In order to get an idea of the behavior of the infinite
chain for large values of u, one can use a result of the
spin-Peierls theory with the self-consistent harmonic ap-
proximation (SCHA) by Kuboki and Fukuyama [Ref. 27,
Eq. (5.13)]. This result is also shown in Fig. 5 (dotted
line):

X min(, 0)=9.34a %(1/u —9.16 /u’)*/% . (13)

As the expansions were taken until fourth order in 1/u,
the resulting curve can be evaluated only for u >>1.

B. Application to polyacetylene

There is a considerable uncertainty in the value of
a=a(Kt,) " '/? appropriate for trans-(CH),, since espe-
cially a and K are not precisely known from experiments:
The parameters most frequently used for polyacetylene*?
were obtained by Su, Schreiffer, and Heeger for the
noninteracting case. They correspond to an intermediate
coupling &ggy =0.5659, which still implies a dimerization
enhancement. However, there are quite different estima-
tions for the electron-lattice coupling—[a=3.7 eV Al
(Ref. 10), a=3.9 eV A ~! (Ref. 13), a=4.1 eV A 7! (Refs.
4 and 14) and @=4.5-6.0 eVA "' (Ref. 12)] and the
force constant [K =21 eV A ~2 (Refs. 4 and 14), K=31
eV A 2 (Ref. 12), and K =35 eV A ~2 (Refs. 10 and 13)],
whereas the best known property is the bandwidth
4t,=10 eV (Refs. 4, 12, and 14), but even for ¢, different
values have been used [¢t,=1.6 eV (Ref. 10) and ¢,=2.9
eV (Ref. 13), respectively]. In our units (K =¢,=1) these
estimations result in &gy =0.57 (Refs. 4, 8, and 14),
a=0.49 (Ref. 10), @=0.39 (Ref. 13), or =0.51-0.68
(Ref. 12).

More recent experimental data®® indicate
K=3%*46 eVA "2 and 41,=(12.81+0.5) eV. Using the
value a=4.1 eV A ~' obtained by SSH in the nonin-
teracting picture, this would imply rather a smaller value
for the reduced coupling constant @ =a(Kt,)” '/?=0.39.
So it seems that in polyacetylene dimerization must be
enhanced by u, as @ <0.75, but even a large & behavior
(@ >0.75) cannot fully be excluded. Finally, we see that
the location of the dimerization maximum depends very
strongly on @, and cannot generally be found near
u ~4t,, as it was proposed earlier.!"!3
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C. Influence of the intersite interaction v

In Sec. IV A we have examined the influence of an on-
site interaction u on dimerization without an interaction
between neighboring sites (v =0), whereas in Sec. III we
have studied the extended Hubbard model without cou-
pling to a lattice (&@=0). However, both electron-phonon
and extended electron-electron interactions are important
in order to describe experimental results correctly. Al-
though some experiments can be fitted reasonably well
with v =0, the estimated value for ¥ may change by a
factor of 2, if also a nearest-neighbor interaction v ~u /2
is taken into account.® There are also theoretical reasons
for the importance of electron-electron interactions
beyond the simple Hubbard model: These must be taken
into account for weakly screened potentials, as they are
expected in a semiconductor like polyacetylene. There-
fore we will now study the influence of finite v.

When we calculate ground-state correlation functions
for finite N with MPBC’s as a function of « and v, we find
no discontinuities in the dimerized system (with x ;. 70)
as we did in Sec. III with MPBC’s, but a smooth transi-
tion region, where charge and spin correlations are small-
er than in the undimerized system. There is no longer a
crossing of energy levels, since these are already split by
the Peierls instability for x#0. We examined the
influence of v on dimerization by calculating x ., (u,v) for
fixed values of v for N=4,6,8 with MPBC’s. The results
for v =4 are shown in Fig. 8 for two different values of &:
In our calculations on finite systems, the maximum di-
merization is always found at u ~2v, independent of &,
more precisely at © =2v exactly for N =4 and at a value
slightly below u =2v for N >4. We find that the region
of u with nonzero dimerization becomes smaller with in-
creasing v and with decreasing @. Figure 8 also shows
that dimerization is suppressed rapidly for u <2v (“CDW
region’’), even more rapidly with increasing N, whereas
for u >2v (“SDW region”) the region with x,;,70 en-
larges with N and spreads until u — oo for infinite N.

We notice a connection to the pure extended Hubbard
model on a rigid lattice: In our finite-size calculations
maximum dimerization is always found at the same value
of u(v), where the phase separation between SDW and
CDW was found in Sec. III (cf. Table I). This transition
is connected with a crossing of the lowest-energy levels.
Perturbation theory shows that the energy gain by dimer-
ization and with it x;, itself is largest exactly at the in-
tersection of the two lowest-energy levels. We believe
that the dimerization maximum occurring close to but
not exactly at u =2v is a noteworthy result for several
reasons.

(1) There is no general reason for this to be the case in
interacting electron-phonon systems; e.g., it was demon-
strated earlier?® in the framework of a continuum theory
that significant deviations do occur if one allows for pho-
non quantum fluctuations. That theory predicts a dimer-
ization maximum u =2v only for the phonon frequency
tending towards zero, as in the case in our study. In the
limit ¥ ~2v—0 where Ref. 29 applies, we reproduce this
behavior through our connection to the extended Hub-
bard model.
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(2) Deviations from u# =2v do occur at intermediate
coupling, which we believe to persist in the N — o limit.
At intermediate coupling, the dimerization maximum in
our study occurs for u <2v. Notice that the critical u
scales to smaller values with increasing N. Assuming
monotonous finite-size scaling then implies a finite devia-
tion from u =2v for N — . Moreover, Monte Carlo re-
sults on the extended Hubbard model with up to 32
sites!® find a finite deviation for the CDW/SDW interface
from u =2v (in agreement with our Sec. III) and imply
the same deviations through our level crossing argument.

V. CONCLUSIONS

In Sec. III we determined the phase diagram u (v) of
the extended Hubbard model with half-filled band. By
finite-size analysis of exact diagonalization results on
small clusters with consistent boundary conditions (Sec.
IV A), we have seen that in the thermodynamic limit di-
merization is enhanced by small u for @ <0.75 (£0.04)
and decreases with u for large &. Additionally to this ex-
trapolated behavior for small u we always find a fixed (N
independent) point x_; (uy, ©), using modified periodic
boundary conditions. Comparing our results quantita-
tively with previous ones, we find good agreement with
Hirsch® and Hayden and So0os,'* and it seems that dimeri-
zation enhancement has been slightly overestimated by
Baeriswyl and Maki.!> We have to notice a possible mix-

08 L A

T

Xmi n
07

06

-

llIITTIIIIII’TT'Y[II]ll"lllllllllf[lll
T

05

AT TN T NN NN AN N W

i

1:111111115!511151

o

>
(2}
®

10 12 14 16 18

u

FIG. 8. Dimerization x.,,(u) for v =4 with MPBC’s for
N=4 (solid), N=6 (dashed), and N=28 (dotted) for two different
electron-lattice couplings @: The upper curves correspond to
a=0.8, the lower ones to &=0.5. The maximum of dimeriza-
tion is found at u =2v =8 for N=4, and slightly below this

value for N=6,8, independent of &.

9375

ing up of the value for the coupling constant A=2a 2 /7
defined by Baeriswyl and Maki!® with the usual electron-
phonon coupling a of the SSH-Hubbard model: Hirsch’s
Monte Carlo data® correspond to a=0.29, K=0.25,
to=1, which means @=0.58 and A=0.21, but not to
A=0.29, as stated by Baeriswyl and Maki (Ref. 13, Fig.
1) and by Hayden and Soos (Ref. 14, Fig. 8). The repro-
duction of Hirsch’s data in both figures must be reduced
by a factor of 2 (cf. Ref. 8, Fig. 1) to obtain the correct
value §,=ax,,;,. The data now agree very well with the
results by Hayden and Soos (Ref. 14, Fig. 8) for A=0.20
and with our results for @=0.5659 (A=0.2038).

In the last Sec. IVC we have shown that a nearest-
neighbor repulsion v shifts the maximum of dimerization
from u =0 to a value u <2v, which is in fact the same
value, where the transition from a CDW to a SDW
ground state was found in the extended Hubbard model
(a=0).

Finally, we note that we have demonstrated the impor-
tance of finite-size effects in exact numerical calculations
on small systems. In fact, we have shown explicitly (cf.,
e.g., Fig. 7) that the response of some physical quantity
characterizing the system to a change in one of its param-
eters (in our case dimerization and u, respectively) may
be opposite in small and large systems. Many contradic-
tory results on the influence of electronic interactions on
the dimerization amplitude in the SSH model can be
traced to both finite-size effects and the treatment of
boundary conditions. In one dimension (1D) we have
demonstrated that modified boundary conditions are a
useful tool guaranteeing monotonous variation with sys-
tem size, which is primordial for any systematic finite-
size analysis. The problem of consistent boundary condi-
tions is still to be solved in 2D, where finite-size effects
are expected to be at least as important as in 1D (if the
total number of sites of the system is the relevant quanti-
ty) or even more (if the lateral extension of a lattice is de-
cisive). Available studies on small two-dimensional sys-
tems do not yet address these issues, and it will be in-
teresting to see if their conclusions are modified once
such more systematic investigations are performed.

During the revision of our manuscript, a paper by
Kuprievich®® was published, obtaining results compara-
ble to Sec. IV A by approximate calculations (deviations
from exact energies are about 20% for N =6 and N=10;
cf. Ref. 30, Table I) with N=50 and PBC. This author
finds the critical value of &, “a bit smaller than 0.75,”
which is in good agreement with our result. However, no
extrapolation to the infinite limit was performed, al-
though for small @ <0.5 the finite-size effect is still obvi-
ous [Ref. 30, Fig. 2]: For small ¥ Kuprievich’s results
(with N=50 and MABC’s) deviate from the prediction of
Baeriswyl and Maki’s x,,,=a +bu?, which was
confirmed by our calculations (with MPBC’s) for both
small and large &@.
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