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By means of a simple model calculation we estimate the amplitudes of nonlinear de Haas—van Al-
phen oscillations in heavy-fermion compounds, i.e., oscillations that correspond to linear combina-
tions of ordinary closed orbits of the Fermi surface. Two possible many-body mechanisms are dis-
cussed: (i) frequency mixing via the nonlinear field dependence of the magnetization (Shoenberg
effect), and (ii) the modulation of the antiferromagnetic order parameter. The incipient antiferro-
magnetic order in many heavy-fermion compounds at low T provides a nonlinear coupling mecha-
nism that may lead to cross-sectional areas corresponding to differences of ordinary extremal closed

orbits of the Fermi surface.

I. INTRODUCTION
Heavy-electron metals' > have received a large
amount of attention in recent years, in particular because
of their unusual low-temperature properties. Charac-
teristic to heavy fermions is a very large electronic
specific heat at low temperatures, C =y T, where y corre-
sponds to an effective electron mass of 102~ 103 times that
of free electrons. These systems have typically a large
Pauli susceptibility or order antiferromagnetically at low
T. Heavy-fermion behavior occurs in a variety of Ce-,
U-, and Yb-based compounds.

The large density of states observed experimentally is
attributed to the Kondo resonance arising from the
screening of the magnetic moment of the quasilocalized f
electrons by the conduction electrons. The Kondo reso-
nances of different rare-earth (actinide) sites superimpose
coherently and form a narrow band at the Fermi level of
width Ty. The temperature dependence of C and y can
be explained>’ in terms of this narrow peak in the density
of states, as well as the coherence effects observed in the
resistivity at low 7.

The observation of de Haas—van Alphen (dHvA) oscil-
lations first in the intermediate valence compound* CeSn,
and then in several heavy-fermion systems, e.g., CeCug
(Ref. 5), UPt; (Ref. 6), and CeB (Ref. 7), has unambigu-
ously demonstrated the existence of a Fermi surface at
low temperatures and the bandlike properties of the
heavy-mass electrons. The experimental frequencies are
in general consistent with Fermi surfaces emerging from
band-structure calculations. The effective masses deter-
mined from the oscillation amplitudes, however, are on
one hand much larger than those arising from band cal-
culations, but on the other hand considerably smaller
than the thermal effective mass from the specific heat.

Many-body correlations are only partially incorporated
in band-structure calculations and consequently the re-
sulting effective masses are not heavy enough. The Fermi
surface, on the other hand, is essentially determined by
the symmetry of the system and Luttinger’s theorem.®
The fact that the dHvA experiments are performed in
high magnetic fields could account for the reduced
effective mass as compared to the thermal one (from the
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v coefficient). The Kondo resonance, responsible for the
enhanced masses, is smeared by large magnetic fields and
the effect is reduced.

It is at first surprising that the standard Lifshitz-
Kosevich® theory for the dHVA amplitude is applicable
to systems with strong local many-body effects, but possi-
bly the consequence of only low-energy excitations play-
ing a role at low temperatures. The low-energy excitation
spectrum is that of quasiparticles with a strongly
enhanced mass. There have been several attempts to in-
corporate the heavy masses into the band picture. A phe-
nomenological approach, devised by Razafimandimby
et al.,'® and Fulde et al.!! builds in the correct effective
mass into an appropriate resonant level phase shift of a
Korringa-Kohn-Rostoker (KKR) band-structure calcula-
tion. Microscopic derivations of the quasiparticle behav-
ior within the framework of the Anderson lattice have
been incorporated into the exponential dependence of the
dHvA amplitude on the effective mass by various au-
thors.!? "> Rasul'* has shown that the effective mass in
the dHVA amplitude is the same as the one entering the
specific-heat coefficient y. It is also concluded'* that the
Engelsberg-Simpson expression'® for the dHvA ampli-
tude remains valid despite the high correlations among
the electrons.

The large number of bands crossing the Fermi surface
in Ce and U heavy-fermion compounds opens the possi-
bility of nonlinear dHvVA oscillations due to a magnetic
breakdown of ordinary closed orbits of the Fermi surface.
As a consequence of the large magnetic field the electrons
have a finite probability to tunnel from one closed orbit
into another. In a recent paper Rasul and Schlottmann'’
investigated other possible mechanisms leading to non-
linear dHVA oscillations, i.e., to frequency mixing, in the
context of heavy-fermion compounds. They qualitatively
discussed the following many-body effects that may give
rise to dHvA oscillations with frequencies that corre-
spond to linear combinations of ordinary extremal closed
orbits of the Fermi surface: (i) magnetic breakdown
(magnetically induced tunneling) across the Kondo hy-
bridization gap, as well as across the Brillouin zone
boundary, (ii) the incipient antiferromagnetic order in
many heavy-fermion compounds at low T provides a non-
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linear coupling mechanism via modulation of the antifer-
romagnetic order parameter,18 and (iii) the fact that elec-
trons experience the total magnetic induction rather than
the applied field gives rise to frequency mixing (Shoen-
berg effect!®).

In this paper we present a more quantitative estimate
of the dHvVA amplitudes corresponding to frequency mix-
ing in heavy-fermion systems. We perform a simple mod-
el calculation for the mechanisms (ii) and (iii), i.e., the
modulation of the antiferromagnetic order parameter
(Sec. II) and the Shoenberg effect (Sec. III), respectively.
Concluding remarks follow as Sec. IV.

Since the quasiparticle picture appears to be valid, we
consider quasiparticles with very large mass. It is then
implicitly assumed that only low-energy excitations in the
Fermi liquid are relevant to the dHvA oscillations.

II. MODULATION OF THE ANTIFERROMAGNETIC
ORDER PARAMETER

Incipient antiferromagnetic order with a very small or-
dered magnetic moment has been found via neutron
scattering and muon spin resonance in some heavy-
fermion compounds, e.g., UPt; (Ref. 20), CeCu, (Ref. 21),
and CeAl; (Ref. 22). We argue that the motion of elec-
trons along extremal closed orbits in an applied field
affects the antiferromagnetic order parameter giving rise
to frequency mixing. This mechanism is expected to be
effective if the same portion of the Fermi surface is re-
sponsible for both the nesting (giving rise to antifer-
romagnetism) and the extremal closed orbits. This mech-
anism has been proposed'® to explain observed small area
oscillations in transition metal chalcogenide-layer com-
pounds showing charge density waves. Here we extend
these arguments to a three-dimensional situation involv-
ing heavy electrons and a low T.

Long-range order in general modifies the properties of
the Fermi surface. The electronic spectrum is deter-
mined self-consistently by the many-body collective prop-
erties, including the antiferromagnetic correlations via
the energy gap or order parameter A, which satisfies a
nonlinear integral equation (the gap equation or
Ginzburg-Landau functional). The kernel of this integral
equation is modified by the presence of a magnetic field
H. As a consequence the order parameter A has an oscil-
latory contribution which affects the one-electron spec-
trum and hence the dHvA oscillation spectrum with the
appearance of new frequencies, which actually do not
correspond to cross-sectional areas of the Fermi surface.

The order parameter is determined by minimizing the
free energy functional Fgpw(A). The equilibrium value
A, in the absence of a magnetic field satisfies®®

(dFSDW/dA)A=A0=O ’

(1
(d2F5DW /dAZ)A=A0=ap>O N

where p is the electronic density of states and a is a di-
mensionless parameter which in the mean-field approxi-
mation and close to the transition can be parametrized by
a=a(l1—T/Ty), a >0. We choose the mean-field order
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parameter as given by (BCS-like)
Ao T)=3.2kg Ty(1—=T /Ty)"?, )

with Ty being the Néel temperature.

The applied magnetic field gives rise to several effects:
(i) the spin-density wave gap or order parameter is re-
duced, (ii) it induces Landau diamagnetism, and (iii) the
free energy acquires an oscillatory contribution, which
gives rise to dHvA oscillations. We incorporate (i) into
an effective Ty and A(T), we disregard (ii) and the oscil-
latory part of the free energy is given by?*

3/2
eH
Fo (A H)=2kpT 3 (=)
0s¢ o 2mwnch
IA_“|"1/2

sinh(272nky Tm, /#iw,)

ficn
X ——A4,+6,, |, 3
cos |~ Ai+0,, (3)

where i labels the extremal closed cross-sectional areas
A,;(A) of the Fermi surface with effective cyclotron mass
m;(A) measured in units of the free-electron mass, » indi-
cates the harmonic order, and 6,, is an arbitrary phase.
Here w.=eH /mc is the cyclotron frequency and A;’ is
the second derivative of the cross-sectional area in the
direction parallel to the field.

The total free energy is then F =Fgpyw(A)+F (A, H)
and the equilibrium value A(H) is obtained by minimiz-
ing the free energy with respect to A. Writing
A(H)=Ay+8A(H), where the second term contains the
oscillations, we expand the free energy in powers of
SA(H) [using Eq. (1)]

F =Fpw(Ag)+ Fouo(Ag, H) +(dF . /d M)y - 5 BA(H)

osc

+1lap[8AH)]?, @)
so that to first order
BA(H)=—(dF . /dA)y—p /ap (5)
and

F =Fspw(80) + F oy (8o, H) = $[(dF o /dA) sy | /ap .
(6)

The last term gives rise to oscillatory terms'® that vary
periodically with inverse magnetic field with frequencies
that are characteristic of areas (n; 4;£n, 4;). In all cases
the areas are for A=A, and n; and n; are integers.
Hence, antiferromagnetic order can modify the harmonic
content of the oscillations, but the main effect is the ap-
pearance of new frequencies. These frequencies do not
correspond to actual cross-sectional areas of the Fermi
surface. Note that the parameter a can be small, but it
should remain large enough to ensure the validity of the
Taylor expansion.

Denoting with f(n; 4;,+n, A;) the amplitude factors in
front of the cosine functions in the free energy, we obtain
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372 =172
eH ‘Al ‘
(A,)=2kpT , (7
AR BY A 2meh sinh(272kpy Tm | /#iw, )
372 i—1/2 =172 372
eH |A1 | 14 ] kgT eH 2 2
=2kp,T 1+ (a$+b7)cos , (8)
fRAN=2T \ (0 sinh(4m%k, Tm | /i, ) ap  (Hw,)? | mch 1TReos 0,
2 " n|—1/2
2k, T A A
Fld +ay=" |22 e |47 45 (a}+b3)"Xad+b3)'2, ©)
ap | fio, 2meti | sinh[(27%ky T /#o, )(m,+m,)]
(
where dA, _ 2mm} A
2 = Ph (E_A ), (13)
a,=—(dA;/dA)y_,, > (10a) F
K o> A= F2q | L | | RLO) Eo (14)
b, =2mkp T(dm, /dA)y—y + 2|Af,[(d|A,-"[/dA)A:AO. * m* kp | (E3—AY)127
’ dats) . [m} ki (0) EyA s
(10b) JA T o k, (El—ap -

Frequencies corresponding to higher-order harmonics or
mixings are expected to have smaller amplitudes in view
of the exponential dependence on the heavy masses. We
have assumed that 2m°kp Tm; >>fiw. >>kpT and X, 4 is

a phase that depends on the phases 6,, in Eq. (3).

In order to estimate the relative strength of the ampli-
tudes, we choose a simple BCS-type model for the spin-
density waves. This model has been discussed in detail by
Rice.?> The model band structure has one electron pock-
et, one hole pocket, and a nonmagnetic background. We
consider elliptically shaped pockets of unequal radii, so
that the nesting is not perfect. The two pockets are cou-
pled via the Coulomb interaction, which drives the sys-
tem into the antiferromagnetic order and gives rise to the
equilibrium order parameter A,. The order parameter
hybridizes the two pockets leading to a dispersion rela-
tion of the type (we linearize the momentum around the
Fermi momentum k)

2
(k, —ky)?+A?

hsz 1/2

*
m,

#k?

= +—L—F,,
m
I

E (k)

(1

where mT and m | are two effective masses (assumed to
be heavy). As a function of the parameters E, and k the
Fermi surface is obtained by equating E (k)=0, i.e.,

kT (k) =kot(m? /Bkp)[(Eq—#ki/2m P — A2
(12)

Hence, if the magnetic field is parallel to the k direction
we obtain two circular orbits of radius kf(k“) for each
value of k. These orbits are extremal if k, =0 with
cross-sectional areas

A,=7n[k (0] and 4_=n[k; (0)]*.

In order to obtain the dHvA amplitudes we need ex-
pressions for d A /dA, A/ (A), etc., which can be de-
rived from Eq. (11):

The effective mass entering the amplitudes is renormal-
ized by the spin-density wave. This renormalized effec-
tive mass can be defined as (m?* )~ '=|3E /3k, | /#*kf, so
that

mi=m?/[1—(A/Ey)*1'?, (16)

dm%¥ mTA

dAi = gz [1_(A/E0)2]v3/2 . (17)
0

In Fig. 1 we show the dHVA oscillation amplitudes
f(A,), f(2A,),and f( A+ A_) as a function of field
at a temperature of 100 mK. We have chosen the follow-
ing parameters m} =m | =40m (m lzeing the free elec-
tron mass), Ty =200 mK, k=05 A™!, k,=02 A,
X2A1=O, a=1, Ey=kgT, with T;,=1.2 K, i.e., some-

4 1
~
g
= 7% 4

o
g’ 2
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-10 T T T T T T T
4 6 8 10 12
H(T)

FIG. 1. The amplitudes of the oscillatory free energy for the
example given in the text. The field is given in teslas, the ordi-
nates are in arbitrary units, and the temperature is 100 mK.
Curve 1 corresponds to the fundamental area 4 ,, curves 3 and
2 to the second harmonic with and without mixing due to anti-
ferromagnetic order (i.e., COSX24, =1 and COSX24, =0), respec-

tively, and curve 4 is the amplitude of the frequency mixing,
A, tA4_.
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what smaller than a typical Kondo temperature, and p is
the density of the states participating in the formation of
the spin-density wave, which can be estimated from the
dispersion relation (11) by assuming cylindrical symmetry
around the Fermi surface

p=L Ko milk

_47T kF 7Tﬁ2 ’ (18)

where Ak, is the height of the cylinder (assumed to be
0.05 A™'). The field is given in teslas. For comparison
we also show in Fig. 1 the amplitude of the second har-
monic without frequency mixing due to long-range anti-
ferromagnetic order, i.e., for cosX“l=O. Due to the

heavy masses involved the frequency mixing effect is not
dramatic, but it could be observable at large fields.

In Fig. 2 the amplitudes f(24,)and f(A4,+A4_)are
displayed as a function of temperature for a fixed field of
8 T. For a comparison we also show the f(24 ) ampli-
tude in the absence of the mixing effect due to antiferro-
magnetic order (cosy, 4, =0). Above T, the two

f(2A,) are identical, while f(A4,+A4_) is zero. In
curve 2 there is a small change of slope due to the mass
renormalization by the order parameter A. At T there
is a discontinuity but no divergence of the amplitudes,
since the factor (1—7/Ty) in a is cancelled by the tem-
perature dependence of A? arising from the a; and b,.

For the sake of simplicity we have neglected critical
fluctuations of the antiferromagnet and restricted our-
selves to a mean-field approach. Critical fluctuations ap-
pear at temperatures close to Ty, both above and below
Ty. As a consequence the effect of frequency mixing
should be observable above Ty as well. Long-range order
is actually not a necessary condition for the effect, but the
frequency mixing is only effective if the correlation length
divided by the Fermi velocity is much larger than the
time interval required to complete the orbit.

III. SHOENBERG EFFECT

Another mechanism giving rise to frequency mixing is
the Shoenberg effect. In the classical theory of the dHvA

J
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FIG. 2. The amplitudes of the oscillatory free energy for the
example given in the text as a function of temperature. The
field is 8 T and Ty =0.2 K. The ordinates are in arbitrary units.
Curves 2 and 3 are the amplitudes of the second harmonic
without and with antiferromagnetic frequency mixing
(cos)(“1 =0) and COSX24, = 1), respectively, and curve 4 corre-

sponds to the mixed frequencies.

effect the applied field H gives rise to oscillatory contri-
butions to the magnetization. In the presence of electron
interactions (i.e., beyond the independent electron ap-
proximation) the electrons experience the total magnetic
induction, B=H +47M, rather than the applied field H.
As has been shown by Shoenberg!® and Pippard®® this
gives rise to a nonlinear self-consistent equation for the
magnetization. Its solution modifies the content of the
higher harmonics, i.e., their amplitudes are changed, and
gives rise to frequency mixing if the Fermi surface has
more than one extremal closed orbit. This magnetic in-
teraction effect has been observed in various metals, e.g.,
in Ag (Ref. 27) and In (Ref. 28). We briefly discuss this
effect in the context of heavy fermions.

The magnetization is obtained via M = —3F /3H from
Eq. (3)

M. (H)=— ZkBTE(_)n e | 1 | 47712 a2, + B2, ] 2cos | T 4, + o (19)
H 2mncti | sinh(2ntnkyTm, /fiw,) e ;S
where 6, is a phase and
a,,=#cn A, /eH, B, =2w'nkgTm,/fio.+3 . (20)

We have used in Eq. (19) that B;, >>1. In order to take into account the interaction among the electrons, we replace H
in Egs. (19) and (20) by H+47M. The magnetization of heavy-fermion systems consists of two contributions: (i) a
nonoscillating enhanced Pauli susceptibility and (ii) the oscillating part, which is essentially given by Eq. (20). The re-
normalization of the field due to the spin paramagnetism is in general small (of the order of 1%) and will be neglected in
the following. Keeping only the oscillating terms we approximate

Moo (H +47M )~ M oo (H)+47M o (H)dM oy, /dH) @D

where the second term generates the desired frequency mixing. The amplitudes for the first few most important oscil-
lating contributions to the magnetization are now straightforwardly obtained:
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372 n)i—1/2
kpT | eH 471
(A)=2—— | ——= | (a}+B)"? , 22)
AR H |2mch 1+Bi sinh(27ky Tm | /o, )
— 372
kpT | ¢ 32 |A'1’| 172 kpT | eH _
(24,)= (a2+B2)\/? 1+47 (2+BH AV |V 2cosy; ,
FRAI=g e 1A sinh(4m’ky Tm, /fiw, ) H? | mchi i+hI4, X24,
(23)
. 3 |A/l:A:Z:‘—1/2
(A, £ A,)=2m(kyT)? (@ +B)V 2+ B (a2, + (B, + 8,212,
fid x4, B2 L weti | sinh[(27%kp T /0, Nm,+my)] Bi HB) llata )+ (B 4B,

where

a;=ficA;/eH, B;=2m*kgTm,/fiw,+3 . (25)
In the calculation of the amplitudes we used the follow-
ing simplification, B; ~B; —, which is not a dramatic ap-
proximation, since a; >>p; >>3 for the parameters of in-
terest. Note that for the Shoenberg effect the amplitudes
for the mixed frequencies | 4,— A4,| and A4,+ A4, are
different.

In Fig. 3 we show the relevant amplitudes for the sim-
ple band model discussed in Sec. II but in the absence of
antiferromagnetic order, i.e., for A=0. The extremal or-
bits are the two circles of radii, k¥ =kotm}Eq/#kp.
In order to compare the results to those in Fig. 1 we
chose the same set of parameters. The temperature is 100

mK, while k;,=0.2 A7 ! and ky=0.8 A lin Figs. 3(a)
and 3(b), respectively. The amplitudes displayed cor-
respond to the frequencies associated with the areas
A,, 2A, (with and without Shoenberg effect),
(A, +A_)and (A4, — A_). As a consequence of the
large mass enhancements, the Shoenberg effect only leads
to small modifications of the oscillation spectrum. By in-
creasing the areas the frequency mixing amplitudes grow
relatively to the ones of the fundamental frequencies. Re-
ducing the temperature does not dramatically alter the
situation, i.e., all amplitudes grow but their relative
strength is roughly invariant.

IV. CONCLUDING REMARKS

We considered the possibility of frequency mixing in
the dHvVA oscillations of a heavy-electron system. By
means of a simple model calculation we estimated the
amplitudes arising from two mechanisms, namely, via the
modulation of the antiferromagnetic order parameter and
the Shoenberg effect. In both cases the mixing is caused
by the interactions among the electrons. Since dHVA
amplitudes decrease exponentially with the electron mass
and temperature, the effects are expected to be small.
This is indeed the case for the Shoenberg effect, but not
necessarily for an itinerant antiferromagnet, where fre-
quency mixing could be observable. Antiferromagnetic
order is probably not necessary to observe the effect; it is
sufficient to have an antiferromagnetic correlation length
larger than the orbit of the electrons in real space.

The Néel temperature of an antiferromagnet is typical-

(24)

f

ly reduced by a magnetic field. In order to observe this
effect the system should have a T of the order of 0.1 K
in a field of 10 T. A possible candidate is the itinerant
heavy-fermion antiferromagnet CePb; (Ref. 29).

As mentioned in the Introduction, there are other
mechanisms that can lead to nonlinear dHvVA oscilla-

|
N
.

H(T)

(b)

H(T)

FIG. 3. The amplitudes of the oscillatory magnetization for
the example given in the text. The field is given in teslas, the or-
dinates are gn arbitrary units, }he temperature is 100 mK and
ky=0.2 A in (a) and 0.8 A " in (b). Curve 1 corresponds to
the fundamental frequency, 2 and 3 to the second harmonic
with and without Shoenberg effect, respectively, 4 is the mixing
amplitude for the frequency A, + A_, while 5 the amplitude
for A, —A_.
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tions, which can be classified as magnetic breakdown
mechanisms, i.e., magnetic field induced tunneling be-
tween orbits. While magnetic breakdown mechanisms
yield oscillations corresponding to sums of cross-sectional
areas of the Fermi surface, the two mechanisms discussed
here give rise to frequencies associated with differences of
areas as well.

Note added in proof. We have considered nonlinear
effects due to the modulation of the antiferromagnetic or-
der parameter. Similar effects could be obtained with
other forms of long-range-order, for instance, in a type II
superconductor if the field is only slightly smaller than
H,_,, so that field inhomogeneities due to the emerging
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vortices still do not affect the Landau levels. As in Fig. 2
the smallness of the order parameter values in H,, should
not prevent the observability of the effect.
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