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Zero-field spin splitting in a two-dimensional electron gas
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The spin splitting in zero magnetic field which was recently reported in

In Gal As/Enp 52Alp 48As heterostructures is analyzed with use of the inversion-asymmetry, or k',
term and the interface spin orbit or Rashba term. Comparison with experimental data shows that
Rashba term is the dominant spin-splitting mechanism in these samples. Zero-field spin splittings of
2.5-2.75 meV are deduced from the perpendicular-field data. Analysis of tilted-magnetic-field data
gives g factors that lie between —2 and —3.

I. INTRODUCTION

In semiconductor heterostructures, the lifting of spin
degeneracy in zero magnetic field has attracted much at-
tention lately. Experimentally, the zero-field spin split-
ting for a two-dimensional electron gas (2D EG) has been
investigated in GaAs/Al„Ga& „As heterostructures only

by electron spin resonance (ESR) measurements. ' A
very visible manifestation of the zero-field spin splitting is
a beating pattern in Shubnikov —de Haas (SdH) oscilla-
tions due to two close frequency components with similar
amplitudes arising from the spin-split levels. Beating pat-
terns in the SdH oscillations of a 2D EG were reported
recently by Luo et al. in GaSb-InAs-GaSb quantum
wells and by Das et a/. in In„Ga, „As/Ino 5pAlp 48AS

heterostructures. ' A series of three different
In„Ga, „As/Ino &2Alo 4sAs heterostructures was used in

the latter experiment. Two of the samples used were
pseudomorphic (sample A, x =0.65 and sample B,
x =0.60) while one was lattice matched (sample C,
x =0.53). The experimental data in Refs. 5 and 6 shows
clear beats with up to six null points in the SdH oscilla-
tions for magnetic fields 8 (1 T. The clarity of the beat-
ing pattern also made it possible to make measurements

by varying the angle of the sample with respect to the ap-
plied magnetic field. The purpose of this paper is to ana-

lyze this data in order to shed light on the underlying
mechanism for the zero-field spin splitting in this materi-
al.

In semiconductor heterostructures, two mechanisms
are believed to be responsible for producing zero-field
spin splitting: (i) a k term related to inversion asym-
metry which we will refer to as the I term " and (ii) a
term due to interface spin-orbit interaction which we will
refer to as the R term. "' In Sec. II we develop theoreti-
cal models for the two mechanisms and compare with the
perpendicular-field experimental data. Neglecting the I
term and considering only the 8 term, we obtain an
analytical expression for the spin splitting as a function of
Ac@, which matches the experimental data very well. The

agreement deteriorates significantly if we assume an I
term comparable in strength to the 8 term or consider
the I term alone. An approximate theoretical estimate
also indicates that the matrix elements due to the 8 term
are 30—100% larger than those due to the I term. From
this we conclude that the 8 term is the dominant spin-
splitting mechanism in these samples and that the I term
can be neglected. This leads to a simple and convenient
model in contrast to the more complex numerical
analysis that is necessary in general. " In Sec. III from
comparison of the tilted field data with the theoretical
model we deduce g factors that lie between —2 and —3
in these materials. The conclusions are summarized in
Sec. IV.

II. SPIN SPLITTING
IN PERPENDICULAR MAGNETIC FIELD

H =Ho+HI +Hz

where

Ak
Ho = +g@~a B+V(z),

2m

HI =$0' K )

H„=rl[tr Xk] z,
Ak=p+e A .

(4)

(5)

y is the inversion asymmetry parameter; o.„,o. , o., are
the Pauli spin matrices; g is the spin-orbit-coupling con-

A. Theory

In semiconductor heterostructures, the two mecha-
nisms responsible for lifting the spin degeneracy of
conduction-band electrons are the inversion-asymmetry
or k term and the interface spin-orbit or Rashba term.
The Hamiltonian for a 2D EG (in the x-y plane) with a
confining potential V(z) in a uniform magnetic field B is
written as
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stant; I* is the effective mass; p~ is the Bohr rnagneton;

g is the g factor; p is the momentum operator, and A is

the vector potential corresponding to the magnetic field.
The vector a. is given by Eq. (Al} in Appendix A. The k-
dependent contributions to g factor, important in ESR
measurements, are not included in Eq. (1) for the follow-

ing reason. The spin splitting in Ref. 5 is obtained from
SdH measurements, and as shown in Appendix 8, in such
measurements the k-dependent contributions introduce a
constant correction to the g factor that does not change
with magnetic field. Hence, in our case, this term is not
expected to introduce nonlinearity in the magnetic field

dependence of the spin splitting. This is discussed in
more detail in Appendix B. We assume that the magnet-
ic field B is in the z direction. The Hamiltonian Ho is ex-

actly solvable and we will use the eigenstates of Hp as the
basis set and treat HI and HR as perturbations. The
eigenstates of Ho can be written as Ia, n, s ) where a is the
subband index, n is the Landau index, and s is the spin in-
dex. The energy eigenvalues of Ho are given by (Appen-
dix A)

1 ~oE(a n s)=F. +fico n +—+—sa c 2 2
(6)

where co, =e8/m' and vo=gm'/2mo. This is the well-

known result for the Landau levels of conduction-band
electrons. To find the effects of HI and HR we need to
evaluate the matrix elements (a, n, sIHIIa', n', s') and

(a, n, sIH~ Ia', n', s') between the eigenstates of Ho. We
restrict ourselves to the lowest subband (a=a'=1) and
neglect any intersubband mixing. It is shown in Appen-
dix A that the inversion-asymmetry term HI leads to the
matrix elements 61 and 61 while the Rashba term HR
leads to the matrix element b, z (Fig. 1); the matrix ele-
ments b I, b I, and b, z are given in Eqs. (A21a), (A21b),
and (AZS), respectively. It may be noted that a uniaxial
strain along z direction can produce a perturbation simi-
lar to K~ [Eq. (All)] in Appendix A. The samples inves-

tigated have a wide range of strains (intended or unin-
tended) but show similar zero-field spin splittings. This
indicates that strain is not the dominant spin-splitting
rnechanisrn and is ignored in this analysis. The magni-
tudes of the matrix elements depend on material as well
as heterostructure parameters. Following the procedure
outlined below, we have theoretically estimated the ma-
trix elements and obtained 61 th„, ——0.26 me V,
~I', theor 0' 7 meV, and 4R theor 0.48 meV. The
conduction-band discontinuity AE, was adjusted to
match the experimentally determined 2D EG carrier den-
sity; the hE, required was 0.69 hE . On the other hand,
if we assume AE, =0.57 hE, which is more commonly
used, we obtain 51 th o, ——0.22 meV, ~l, th „-—0.29 meV,

l

and AR th„,——0.43 meV.
The estimation of bl and bl requires the inversion-

asymmetry parameter y which was calculated following
the procedure in Ref. 11. From extrapolated material pa-
rarneters we obtained y = —44 eV A for this system and
from Eq. (A2lb) we obtained b, r. ,h„,—-0.37 meV. To
calculate b I we also need E (Eq. A12) which was es-
timated by obtaining the wave functions in the hetero-
structures in the following manner. First, the band dia-
gram for each heterostructure was obtained by using the
technique described in Ref. 13. Material parameters used
in the calculations are shown in Table I. The
conduction-band discontinuity AE, was adjusted to
match the experimentally determined 2D EG carrier den-
sity; the bE, required was 0.69 bE which is within the
range reported in the literature. ' ' Next, the subband
energy levels and the corresponding wave functions in the
heterostructures were obtained by following the method
described in Ref. 19. The effective well width confining
the 2D EG was then obtained by matching the calculated
wave function to the ground-state wave function of a rec-
tangular infinite potential well of width m. E was then
calculated from Eq. (A12) and we obtained b,i,„„,=0.26
meV. The estimation of ba [Eq. (A25}] requires the
spin-orbit-coupling constant g which is the product of a
material-specific coefficient az (Ref. 11) and the expecta-
tion value of the electric field in the heterostructure. Fol-
lowing the procedure in Ref. 11, we obtained a46-—30

0
C A . Using the ground-state wave function and the po-
tential distribution in the heterostructures, the expecta-
tion value of the electric field was =0.49X10i V/m for
samples A and B which led to g=1.46X 10 ' eV m and
lek R th

——0.48 meV. In these samples we thus obtain
AR ——1.8 61 and 1.3 hz. The values quoted above should
be regarded as approximate because of the uncertainties
involved in the estimation of material constants, I(:,and
the expectation value of the electric field.

The theoretical estimates show that in these samples
bR is larger than EI and 51., which is to be expected in
narrow band-gap materials. '" If we neglect 51 and 61.,
the problem is simplified considerably since the matrix
element b,z couples the energy levels in pairs (Fig. 1).
We show in the next section that the 8 term (b,a) alone
can explain the experimental data very well. We also
show that the agreement with the experimental data
deteriorates significantly if we assume an I term compa-
rable in strength to the R term or consider the I term
alone. This suggests that the R term is the dominant
spin-splitting mechanism in these samples and that the I
term can be neglected. Considering only hR, the new en-

ergy levels can be obtained in a straightforward manner'
by diagonalizing a 2 X 2 matrix and the spin splitting 6 is
given by
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TABLE I. In„Ga, As and Ino 52Alo 48As parameters used for calculating band diagrams.

Material parameter

Direct energy gap, Eg (eV)
Effective mass, m */mo
Dielectric constant
Donor level (meV)

In„Ga& „As

1.52-1.602x +0.502x
0.046'

13.1+1.5x'

Ino. 52A10.48As

1.508b

0.076
12.42"

15'

'Obtained for T =0 K by taking a similar expression for E at T=300 K (Ref. 14) and calculating the
coeScients from known band gaps for In As, GaAs, and InQ 53Gao 47As at T =0 K.
Reference 15.

'Reference 7.
Reference 16.

'Reference 14.
Reference 17.

The result [Eq. (7)] can be understood as follows. As
8 ~0 (Fig. 2), the unperturbed energy levels coupled by
AR are almost degenerate, and the effect of the coupling
is strongest. Each down-spin energy level is increased by
bs and each up-spin level is decreased by 5„. The spin
splitting as 8~0 is thus 26R which is also predicted
from Eq. (7). At large magnetic fields, the unperturbed
levels coupled by AR are separated far apart in energy.
Due to this, the effect of the coupling is significantly re-
duced and the spin splitting 5 [Eq. (7)] approaches Zee-
man splitting. It may be noted from Eq. (7) that, at low
magnetic fields, the spin splitting decreases linearly with

The slope, however, does not represent Zeeman
splitting alone and cannot be used to obtain the g factor.
At high magnetic fields, Zeeman splitting dominates, and
the slope can be used to estimate g factor. In this work,
the experimental data are at low magnetic fields and it is
only by analyzing the spin splitting in a tilted magnetic
field that we obtain the g factor.

It will be noted that the sign of the splitting is ambigu-
ous. This is because the energy levels are mixed states of
up and down spins. From Fig. 2, the couplings produced
by the matrix element AR mix the different eigenstates of

Ho. As shown before, the eigenstates of Ho are spin-split
(Zeeman splitting) Landau levels, with up and down spins
defined along the z axis. As a result of the mixing, the
final states produced are mixtures of the different spin-
split Landau levels linked by the matrix elements. These
final states thus cannot be labeled by single Landau in-
dices. Also, the spin states of these final levels are mix-
tures of both up and down spins. Thus, what we refer to
as "spin splitting" for lack of a better name, cannot be
defined as the energy separation between pure up- and
down-spin states of a single Landau level, which is the
more traditional definition of spin splitting. The final
states can be separated into two groups of energy levels,
with Ace, as the energy separation within each group.
What spin splitting actually represents is the energy sepa-
ration between these two groups of levels, which in the
limit of 8~0 is the zero-field spin splitting. Also, since
these final states are mixtures of both spins, the sign of
the spin splitting, as well as the zero-field spin splitting, is
not well defined.

B. Comparison with experiment

In the experiment with the magnetic field perpendicu-
lar to the 2D EG plane, the spin splittings as a function

fl+3 n+1 ~
n

fl+2

n-1 ~,
High 8

n+1

(n+1,-),(n, +)
(n, -},(n-1,+)
(n-1,-),(n-2, +)

B~O

(n+1,+),(n+2, -)
{n,+),(n+1,-)
(n-1,+),(n, -)

FIG. 1. Unperturbed energy levels of Ho and the couplings
introduced by the matrix elements AI, 61 and 6„.

FIG. 2. Unperturbed energy levels of Ho and perturbed ener-
gy levels for large 8 and as 8~0.
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of %co, were obtained for the three samples from the 1oca-
tions of the null points. ' We have used Eq. (7) to fit the
experimental data with AR as the fitting parameter. We
concentrate on samples A and 8 since each of them has
six null points. The g factor needed in Eq. (7) is not
known for the following reasons. Samples A and 8 are
pseudomorphic strained structures which are relatively
new and not well understood. Also, because of the zero-
field spin splitting, there is a possibility for the g factor to
be enhanced. We have used two different values of
g factors, the bulk value of —3 in Ino 53Gao 47As,
and an enhanced value of —8 measured in

Inc»oae 47As/Ine, 2Ale 4sAs heterostructures for the
range of spin splitting observed in the samples in Ref. 5.
The results using the two g factors for sample A are
shown in Figs. 3(a) and 3(b). The results for sample B are
shown in Figs. 4(a} and 4(b). The quality of the fit to the
experimental data was very sensitive to A~ but not very
sensitive to g factor, particularly in the low-field range
where most of the data points are. From Figs. 3 and 4 it
can be seen that the data for both the samples can be ex-
plained very well by the analytical expression for spin
splitting for the R term. The values of b,„obtained from
the theoretical fits have uncertainties of +0.2 meV. Corn-

parison of the matrix elements required to fit the experi-
mental data with the theoretically estimated values show
that they are in good agreement with 6p pt

2 6 ER, theor

We have seen that the experimental data is explained
very well by the R term (b,„)alone, and neglecting the I
term (b,i and b, i ). Next, we consider the cases when the
I term only is present and both the I and the R terms are
present, and compare with the experiment. For these
cases we have numerically calculated the spin splitting as
a function of Ace, using the theoretically estimated values
of the matrix elements. The calculation procedure will be
discussed in Sec. III. The results of the calculations are
shown in Fig. 5, where 5/irido, is plotted as a function of
1/fico, for the cases (i) bii =0.48 meV, bi =bi =0, (ii)

hs =0, hz=0. 26 meV, and 51=0.37 meV, and (iii}

Az =0.48 meV, 51=0.26 meV, and b ~.=0.37 meV. For
case (i), the spin splitting changes monotonically with
fico, and null points in SdH oscillations occur when
"olfico, =0.5, 1.5, 2.5, etc. For cases (ii) and (iii), Fig. 5

shows that 5 does not change monotonically with A'ei, .
For case (ii) the null locations occur when 5/%co, =0.5,
1.5, 2.5, etc. whereas for case (iii), the highest-field null

4.0-
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(a)
Sample B g=-3
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FIG. 3. Experimental spin splittings as a function of Ace, for
sample A (Ref. 5) and theoretical fit using the R term. with (a)
g = —3 and (b) g = —8.
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0.0

I
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I I I

1.50 3.00
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FIG. 4. Experimental spin splitting as a function of Ace, for
sample B (Ref. 5) and theoretical fit using the R term with (a)
g = —3 and(b) g= —8.
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1.5

nly

y
Als

0.5

0.0
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c meV

5.0

FIG. 5. 5/fico, vs 1/Am, for (i) 6„=0.48 meV, ~r = Ar =0
(») 4R =0, 51—0.26 meV, and hs =0.37 meV, and (iii)
A~ =0.48 meV, 61=0.26 meV, and 61 =0.37 meV.

8.0-

6.0

Q)

E 4.0
0

T

(a)
Sample A
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0.0
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O
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0

(b)
Sample B

~ Experiment
o R term only
+ I term only
~ R+ I terms

(33.8) 3

I

2.0

0.0
1 3 4

Null Number

FIG. 6. Comparison of experimental null locations from Ref.
5 with cases (i), (ii), and {iii) defined in the caption for Fig. 5 for
(a) sample A and (b) sample B.

points all occur at the same value of 5/Ace, =0.5. We
should take this into account if we were to translate the
experimental null locations into a plot of spin splittings
as was done earlier. Instead, we have decided to corn-
pare the null locations directly with the theory. In the
experiment, six null points in samples A and B were ob-
served. We compare the experimental null locations with
those predicted for cases (ii) and (iii). For a comparison,
we also perform the same analysis for case (i). The exper-
imental null locations and comparison with the three
cases are shown in Fig. 6(a) for sample A and in Fig. 6(b)
for sample B. For case (i), A„was adjusted to match the
highest-field null point. For cases (ii) and (iii), 61 was ad-
justed to match the highest-field null point, and the other
matrix elements were chosen in the same proportion as
predicted theoretically. From Fig. 6 it is clear that the
null locations for cases (ii) and (iii) do not agree well with
the experiment. For case (i) with hii only present, as ex-
pected, the null locations agree well with the experiment.
However, the match with the experimental data in Fig.
6(a) is not as good as in Fig. 3(a). This is because in Fig.
3(a), b,„was adjusted to fit the low-field data points,
while in Fig. 6(a), b, i, was adjusted to match the last null
point. From Figs. 6(a) and 6(b) it is seen that the experi-
mental null locations are predicted very well by the R
term alone, and not as well when only the I term or when
both the I and the R terms are present. This confirms
that R term is the dominant zero-field spin-splitting
mechanism in these materials.

III. SPIN SPLITTING IN TILTED MAGNETIC FIELD

For a 2D EG, the energy separation between the Lan-
dau levels is determined only by the component of mag-
netic field perpendicular to the 2D EG layer, whereas the
Zeeman splitting depends on the total magnetic field ap-
plied. By tilting the magnetic field, it is possible therefore
to separately adjust the Zeeman splitting and the Landau
level separation. This tilted field technique was first ap-
plied by Fang and Stiles to measure g factors in Si inver-
sion layers, ' and since has been widely used to study
spin-related effects in two-dimensional systems. In the
tilted field method, level coincidences, that is evenly
spaced ladders of spin and Landau split levels, are pro-
duced which are then detected by their influence on the
form of the SdH oscillations. Careful measurements are
necessary to precisely determine the angle at which coin-
cidence occurs; from this the g factors are calculated.

In the In„Ga& „As/Ino 5zAlo 48As samples, the clarity
of the beating pattern made it possible to make measure-
ments by varying the angle of the sample with respect to
the applied magnetic field, allowing the spin splitting to
be adjusted by the total field while the SdH oscillations
are only affected by the component of B perpendicular to
the 2D EG. Since the beats are influenced by the total
spin splitting, the locations of the nulls were expected to
move to higher magnetic fields whenever gp&B„, became
comparable to zero-field splitting. Experimentally the lo-
cations of the last three nulls were measured as a function
of magnetic field as samples A and B were tilted. As ex-
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pected, the beat positions scaled as cos6I for small angles
0, but steeply increased after a critical angle. Since this
steep rise is observed when the Zeeman splitting becomes
comparable to the zero-field splitting, an analysis of this
data is expected to provide the g factors in these materi-
als. An advantage of this technique is that no precise
determination of conditions like level coincidences is re-
quired. The theory for spin splitting in a tilted magnetic
field with hz as the dominant zero-field spin-splitting
term is developed in Sec. III A and the procedure for nu-
merical calculations is discussed. In Sec. III B we com-
pare the theoretical results with the experimental data for
samples A and B and obtain g factors for the two sam-
ples.

A. Theory

A magnetic field applied at an angle 8 to the 2D EG
layer can be separated into a perpendicular and a parallel
component. The theory for the perpendicular field has
been discussed in detail in Sec. II and in Appendix A.
The parallel component of the field B„ introduces an ad-
ditional term Hz~~ in the effective-mass Hamiltonian in
Eq. (1) given by

0 B
Hs~) 2gPa B 0

Noting that gp&B~ = vs'co„Eq. (8) can be written as

0 1

Ha)( =g
1 () (9)

where g =fico, ( vo/2) tan8.
It is clear from Eq. (9) that Hai couples the up and

down spins of the same Landau level. The parallel com-
ponent of the field thus introduces additional coupling
between the eigenstates of Ho. Figure 7 schematically
shows the unperturbed energy levels of Ho and the cou-
plings produced by the parallel field component and Az.

The solution of the problem now involves writing down
the matrix, and then solving for the eigenvalues. We
have numerically calculated the eigenvalues and obtained
B~ as a function of 8. The procedure for calculation is
briefly outlined below.

Calculations started with the assumption of a g factor.
Negative values of g were assumed, in agreement with the
sign of g determined in Ino 53Ga047As/Ino 52Alo 48As.
The values of 5& for the two samples were chosen from
fitting of the perpendicular-field data (Sec. II). Then, for
each value of 8, the spin splitting 5 as a function of Ace,
was obtained by numerically calculating the eigenvalues.
The matrix was chosen large enough that further increas-
ing its size did not affect the results. A problem encoun-
tered, common in numerical solution of eigenvalue prob-
lems, was to keep track of the different energy eigenval-
ues, particularly during energy-level crossovers. This
problem was solved by tracking a pair of known eigen-
vectors. As %co, was changed, the eigenvectors were
tracked by finding the new eigenvector with the largest
component along the known eigenvector. At each step
the known eigenvector was replaced by the new one. The
eigenvalues of the tracked eigenvectors were used to cal-
culate 5.

To calculate B~, it may be noted that null points occur
when 5/fico, =0.5, 1.5, etc. For small angles 8, 5/fico,
changes monotonically with irito„and Bj was obtained
from the values of %co, for which 5/iiico, =0.5 for the last
(highest-field) null point, 5/i}ico, =1.5 for the second last
null point, and 5/%co, =2.5 for the third last null point.
For large 8, the coupling from the parallel field corn-
ponent becomes stronger, and 5/%co, no longer changes
monotonically with %co, . This is shown in Fig. 8 for
8=0' and 70' where 5/fico, is plotted as a function of
b, ii /fico, . For large 8, Bj for the lower-field null points
are obtained for 5/A'co, =0.5. This was repeated for
different values of 0, and for each value of g factor, a plot
of B~ as a function of 8 was generated. The g factors for
the samples were obtained by matching the theoretical
plots with the experimental data of B~ as a function of 8.
A more detailed discussion of the calculation procedure
is presented in Ref. 6.

n+2
40-

g = -3

3.0

n+1

2.0-

1.0

0.0
0.0 0.5 1.0 1.5

I

2.0

FIG. 7. Couplings introduced by the parallel field component
and hg.

~R
(oc

FIG. 8. 6/Ace, as a function of 6& /Ace, for 8=0' and 70'.
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1.2- Sample A T = 1.3K

null 1

bulk InQ 53GaQ 47As value of —3 and no enhancement has
been observed. The effect of k-dependent contributions
to g factor (see Appendix 8), not included in this model,
can change the values of g factors estimated.

IV. CONCLUSIONS

null 2

null 3

0.0
0.0 45.0

8 (deg)

90.0

FIG. 9. Tilted-magnetic-field data for sample A (Ref. 5) and
theoretical fit with g = —2.2.

The zero-field spin splitting as observed from beating
effects in the SdH oscillations in In Ga, As/
Inp5pAlp48AS heterostructures were investigated using
the interface-spin-orbit interaction (R term) and
inversion-asymmetry splitting (I term). The conclusion is
that the R term is the dominant spin-splitting mechanism
in these samples. From the perpendicular-field data we
obtained zero-field spin splittings of 2. 5 —2.75 meV for
the two samples investigated. The tilted field data are ex-
plained very well by the R term and give negative g fac-
tors that lie between —2 and —3 for these samples.
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APPENDIX A: MATRIX ELEMENTS OF HI AND Hq

ic„=—,
' [k„(k —k,~)+ (k —k,~)k„],

ic~
=

—,
' [k ( k, —k„)+ (k, —k„)k ],

ic, = —,'[k, (k„—k )+(k„—k )k, ] .

From Eq. (5) it can be shown that

(Ala)

(A lb)

(Alc)

In this appendix we obtain the eigenstates of Ho [Eq.
(2) and compute the matrix elements for HI [Eq. (3)] and

HR [Eq. (4)]. The vector a in Eq. (3) is given by2

1.30- Sample B T = 1.3K kXk= —ieB/A . (A2}

null 1

g=-3 2
g=-2 8
g=-2

Assuming the magnetic field 8 to be in the z direction,
the vector potential in the symmetric gauge is written as

A=( By/2, Bx/2, —0) .
Qx

O

ca 0.65-O

ll

a)~

0.0
0.0

null 2

null 3

45.0
0 (deg)

90.0

Introducing the creation and annihilation operators

a =&A'/2eB (ik„+k ),
a =&Pi/2eB ( ik +k ),—

we can write Ho [Eq. (2)] as

Ho =fico, (a a+ ,' )+vofico, o, +H, —

where

(A4a)

(A4b)

(A5)

FIG. 10. Tilted-magnetic-field data for sample 8 (Ref. 6) and
theoretical fit with g = —2.4, —2.8, and —3.2.

vp =gm /2' p

co, =eB/m',
(A6a)

(A6b)
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and

H, = + V(z),PZ

2' (A7)

ments. The only nonzero matrix element of H, is

/ ')

(n —1, —IH, ln, +)=iyK 2eBn
(A17)

H, la & =E.la), (A8a)

The eigenfunctions of Ho can be written as la, n, s)
where a is the subband index

while the nonzero matrix elements of H2 are
' 3/2

(n —1 —IH In+)=- &'y 2eBn
7 (A18a)

n is the Landau index

a aln)=nln),
and s is the spin index (+1)

Oz $ =$$

The energy eigenvalue E (a, n, s) is given by

(A8b)

(A8c)

and

&n +3, IHqln, + &

i y 2eB
4

3/2

&(n+1)(n+2)(n+3) . (A18b)

VpE (a, n, s) = e + fin, n + —,
' +—s (A9) We are interested in the Landau level n that is close to

the Fermi level EF so that EF ——c,+n Ace, . We then have

&a= 1 IHI la'=1 & =H, +H,
where

(A10)

These are the well-known results for the Landau levels of
conduction electrons in a spherical band. We will now
consider the effect of the inversion-asymmetry splitting
term HI [Eq. (3)].

We need to evaluate the matrix elements
(a, n, slHIla', n', s') due to HI between the eigenstates of
Hp ~ We will restrict ourselves to the lowest subband
(a =a' = 1} and neglect any intersubband mixing. We
can write from Eqs. (3) and (A 1) (note that ( 1

I k, I
1 ) =0)

2m *(EF—c, ))

$ 2 kF (A19)

(n —1, —I(H, +H2)ln, + ) =ihI,

&n+3, —I(H, +H, )ln, +1&=~a,

(A20a)

(A20b)

where kF is the Fermi wave vector. Using Eq. (A19) we
can write the nonzero matrix elements as

H~ =yK (oak cr k )

K'=
& ilk' » = & lip,'I»

Z

2

(A 1 1) where

(A12)
bi=yK kF (ykF/4), — (A21a)

Hp=y (k„k +k k„)— (k k„+k2k }, (A13)
bl =ykF/4 (for large n) . (A2lb)

Hz =y(o„ky k„k cr k, k k„—) . (A14)

To evaluate the matrix elements (n, slH, zln', s') we
write H, and H2 in terms of the creation and annihila-
tion operators using Eqs. (A4}. We obtain

K is a measure of the kinetic energy in the z direction
due to the surface confinement, and w is the effective
width of the potential well confining the electrons. Using
Eq. (A2) we can write H2 in Eq. (A13) as

We consider next the eff'ect of the Rashba term [Eq.
(4)] which can be written as

HR = 71(o „k —o
y k„) . (A22)

We need to evaluate the matrix elements
(a, n, slHz la', n', s') due to HIt between the eigenstates
of Hp. Following the previous procedure and expressing

HR in terms of the creation and annihilation operators,
we obtain

and

1/2 02eB
1 V ia

la
(A15) 1/2

2eB 0 a
R jr g, a f 0 (A23)

' 3/2
2eB

4

0
—iaa'a+ ia"

3ia aa ' —ia The only nonzero matrix elements of HR are

(n —1, +IHg In, —) =by

(A16) where [using Eq. (A19)]

(A24)

It is now straightforward to write down the matrix ele- ~R IkF (A25}
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APPENDIX 8: EFFECT
OF NONPARABOI. IC TERMS

In this appendix, we discuss the effects of the nonpara-
bolic terms that were not included in the Hamiltonian in
Eq. (1). The Hamiltonian of the conduction band in the
presence of a magnetic field can be expanded in a series of
products of irreducible tensor components I I

' ' and a

set of 2X2 matrices X,'" ' (Ref. 2)

~g(k, A, )I (k, k, )

k, A. I

(Bl)

where XI" ' =I2, a 2 X 2 identity matrix, and

XI 'E jo &~1 =x,y, zI, the Pauli spin matrices. Following
Ref. 2, Eq. (81) can be expanded in the form (up to fourth
powers of k, k, k, )

H=a, i+a, zk +a»k +a,4([k, k, ]+[k, , k„]+[k„,k ])+ai5B +a4,@so"8

+a42rr a+a43o"Bk +a44[o"k, 8 k]+a«(o„B„k„+o~B~k~+o,B,k, )+a«(oXk) 'z (82)

where the symbol [a,b] denotes ,'(ah +—ba)and the vector
a is given by Eqs. (Al) in Appendix A. In the above
equation, a

& &
is the reference conduction-band energy at

k =0. a, 3 and a&4 are the coefficients for isotropic and
anisotropic k nonparabolicity and are responsible for
unequal spacing of Landau levels. a» represents a di-
amagnetic shift in energy. a4& is the bulk g factor, and
a4z is the coefficient of the inversion-asymmetry spin-
splitting term. a43 represents the isotropic k-dependent
contribution to g factor whereas a44 and a4& represent an-
isotropic k-dependent contributions to g factor. a46 is
the spin-orbit-coupling constant. Noting that a~& =y in
Eq. (3) and a4~ =il in Eq. (4), we can rewrite Eq. (82) as

I

nonlinear behavior in the spin splitting from this term.
The contributions from the bulk g factor (a~, ) and a43
term can be combined to give

H .=a4& P&u.8+a43o -Bk 2

Noting that a~, =g, Eq. (B4) can be expressed as

Hss =gyro"8+cr Ba4&(k +k~+k, ) . (85)

To find the effect of H we need to evaluate its matrix
element between the eigenstates of Ho. Following the
procedure in Appendix A, restricting to the lowest sub-
band, and noting that a a =n, we get

H =Ho+HI +Ha +a»B +H p+Hg+H g (83)
2eB

Hgg =o 8 gpa+a43E +a43 (n+ —,') (86)

where Ho, Hl, and Hlt are given by Eqs. (2)—(4). H„
represents the nonparabolic terms with coefficient a &3

and a &4. H, represents the isotropic k-dependent contri-
bution to g factor (coefficient a43) and H, represents the
anisotropic k-dependent contribution to g factor
(coefficients a~4 and a4~). In our analysis we have used
only the first three terms in Eq. (83). The other terms
were neglected for the following reasons. The term a, 5B
becomes important at high magnetic fields, and since the
experimental data were at B & 1 T, this term was neglect-
ed. Also, this term does not contribute to spin splitting,
H„represents the k" nonparabolic terms and is responsi-
ble for unequal spacings of the Landau levels. H„„ is not
spin dependent and does not contribute to spin splitting
and can be ignored for the present analysis. H,
represents the term with isotropic k-dependent contribu-
tions to g factor and is spin dependent. In ESR measure-
ments this term is responsible for the nonlinear behavior
of spin splitting with magnetic field. In Ref. 5, the spin
splitting is obtained from SdH measurements, and the
following discussion shows that we do not expect any

where K [Eq. (A12)] is a measure of the kinetic energy in
the z direction due to surface confinement. In ESR mea-
surements, the spin splitting of a fixed Landau level is
measured as a function of magnetic field. With n fixed,
the last term in Eq. (86) is proportional to B, and causes
the spin splitting to be nonlinear with the magnetic field.
In the experiment in Ref. 5 (SdH measurements), n

changes with magnetic field and from Eq. (A19) in Ap-
pendix A, 2eBn Ifi=kF. Hence, the last term in Eq. (86)
is constant with magnetic field and we do not expect any
nonlinear behavior in the spin splitting from this term.
This term, however, introduces some corrections to the g
factor. The perpendicular-field data are at low magnetic
fields where the spin splitting is insensitive to g factor,
and hence is not affected by this term. Neglecting H,
may, however, introduce some errors in the estimation of
g factor in Sec. III. From similar arguments to those
above, we have also decided to ignore the anisotropic
contributions to g factor (coefficients a~ and a4~) in our
analysis.
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