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A self-energy formalism for determining the quasiparticle band structure of the Hubbard systems
is deduced. The self-energy is obtained from the dynamically screened Coulomb interaction whose
bare value is the correlation energy U. A method for integrating the Schrodingerlike equation with
the self-energy operator is given. The method is applied to the cubic Laves phase of a-CeAl, be-
cause it is a clear Hubbard system with a very complex electronic structure and, moreover, this sys-
tem provides us with sufficient experimental data for testing our method.

I. INTRODUCTION

The spectrum of the electron gas can be obtained by
considering approximations to the exchange and correla-
tion by means of local and static potentials. This
simplified model—called the local-density formalism
(LDF)—has been successful in the description of the
ground state of some semiconductors and metals whose
valence and conduction band states have effective masses
similar to that of the free electron. However, when the
valence and/or conduction electrons of the material are
more localized, the electronic correlation is such that the
LDF do not draw the features of the electronic structure
of these compounds and cannot reproduce their physical
properties.' ~1°

The Hubbard systems (HS) (or narrow-band systems)
constitute a subject of intensive research since the heavy-
fermion metals (HFM) and mixed valence compounds
(MVC) are explained with the narrow-band Hamiltoni-
an.21171% These systems present intriguing anomalies
in their physical properties (electronic specific heat, mag-
netic susceptibility, electrical resistivity, etc.)?”3* which
arise from the strong correlation between their f elec-
trons. The static local potentials lead to two main
failures which are considered in the calculation of the
HFM-MVC electronic structures: (i) The density of
states presents a single f peak, whose width is about 1(2)
eV for all 4f(5f) systems. This result contradicts the
direct and inverse x-ray photoemission spectroscopies
(XPS) which display three or four f peaks clearly
split.?°~%7 In addition, the splittings, locations, and
widths of these peaks are quite different for the different
compounds. (ii) The experimental electronic specific heat
of these systems is between 5 and 1000 times larger than
that resulting from the LDF.?® ~3* This fact implies that
the effective mass enhancement of the electrons close to
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the Fermi level is such that the many-body effects have to
be considered using dynamical and nonlocal potentials
since this mass enhancement is given by?® 34

m* __1 >
_’ dw

mipfg

w=pole

As point (ii) states clearly, these systems suffer impor-
tant dynamical effects for energies close to the Fermi lev-
el.!'!® Therefore, the basic issue for understanding the
properties of the HS is to know their quasiparticle spec-
trum which is constituted by narrow-band resonances lo-
cated around Ep.'"'7!'%29727 These resonances produce
the anomalous behavior of the electronic specific heat,
the electrical resistivity, and magnetic susceptibility.?8 ™33
The structure of these resonances, their locations, heights
of the peaks, etc., can only be determined from a self-
energy band structure formalism. The objective of this
paper is to elaborate this formalism for those systems
which present narrow-band phenomena and are behind
the Mott condition, i.e., d < U, & and U being the width of
the active band and the Coulomb correlation energy of
the electrons in this band, respectively. In recent pa-
pers,!>!% second order approximations for the self-energy
have been used in cases with nondegenerated bands in or-
der to explain some properties of the electronic structure
of the HFM. Nevertheless, the large U requires an
infinite order perturbation series in the self-energy, which
can be achieved by means of a dynamically screened in-
teraction. The self-energy band structure method
presented in this work considers an infinite order self-
energy operator deduced with the so-called Green
function-W interaction (GW) approximation® and the
corresponding Schrodingerlike equation with the dynam-
ic and nonlocal potential is solved within the augmented-
plane-wave (APW) method.

7096 ©1990 The American Physical Society



41 QUASIPARTICLE BAND STRUCTURE FOR THE HUBBARD . ..

IL. SELF-ENERGY SCHRODINGERLIKE EQUATION

We start from the self-energy functional®*
3(r,r,0)=24(r,r')+ Z5w(r,r, o), (1)

where 2, is the Hartree term, which in the Hubbard
model reads
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self-consistently. The f(r) functions are orbtials whose
radial parts can be determined either by the renormalized
atom approach (RAA) or by any alternative method
which allows us to obtain f orbitals for different energies.
The term 25y is the GW approximation to the self-
energy, which for the multiband Hubbard system reads

Sy, )=Un3 f(r)f*(r'), (2) EGw(r’rl"")zfzf,Mff‘(“’)f(r)fl Hr'), 3)
i ,
n being the f electron count which should be calculated where
J
M, p(w) =# p> f“”’“; e flka ) (kBIf") W(@)G 5k, 0+ ') . @

The dynamically screened effective interaction W(w) is
analyzed in the Appendix and corresponds to the
random-phase-approximation (RPA) formulation adapt-
ed to the narrow-band systems. It must be remembered
that W(w) is such that W(t) is a real function. Then, the
only poles of the integrand of (4) located in the upper
half-plane are those of the Green function. Considering
these points and orbitals compatible with the crystal sym-
metry, the integral in o’ yields

EF
Myp(@)=—=8; [ " Nye)W(e—wlde, (5)

where N/(e) is the density of states of the interacting sys-

J

tem corresponding to an f orbital. The 8 of expression
(5) allows us to treat the different symmetries indepen-
dently. This is so even if the spin-orbit coupling is con-
sidered, because of the independence of the different
terms in the self-energy. Equation (5) can be solved self-
consistently and the first iteration is obtained by consid-
ering N})(w) instead of N (w), N})(co) being the density of
states (DOS) obtained from the LDF calculation.
The expression of the self-energy is then

3r,r,0)=3 [Un +M ()] f(r)f*(r') . (6)
f

A new quasiparticle spectrum can be obtained from

[V VL =P+ VP oo D+ [ a3 S0, 0, 640)0ralt) = EaialT) %)

where I is the identity and P, stands for the prOJectlon
operator to the / =3 angular momentum subspace; V'

is the muffin-tin potential calculated with y electrons i m
the f level of the rare-earth atoms; and the band Hamil-
tonian of the noninteracting system {[—V2+ V(1
—P;)+ VP 1} excludes all f — f repulsive interaction
in the one-body potential, since it is considered through
Sy

Equation (7) can also be written as

[ =V + Vyr(0) l@pa(r) + fdsrlz'(r’r”eka)‘pka(r,)

=€ka(pka(r) . (8)

In this equation, —V?+ ¥y (r) is the full muffin-tin po-
tential band Hamiltonian of the noninteracting system
and 2'(r,1’,€,,) is now

)= {[Un+M/(g,)]
f

Vi (O () f*(r)

2(r,1r', g,

_[V(n)

The difference Vyip(r)—Vir(r) gives the local
Coulomb repulsion potent1a1 for an electron produced by
the other n —1 electrons. Therefore, this difference
should be close to U(n —1) according to the meaning of
U. This is not exact because the muffin-tin potential and
U are obtained using different ways. However, we can in
general find a real number x between 1 and 1 such that
the effects produced in the ¢, , spectrum by the potential
U(n —x) or Vi (r)— V9 (r) are similar when we solve
(8). Then 2'(r,r’,w) in (8) can be approximated to

(rr,0)= 3 [Ux + M (0)]f(r)f*(1r'), (10)
S

with L <x <1. x tends to 1 for f compounds with n >>1
and tends to J for the Ce systems. In any case, the value
of x can be approximately determined when the poten-
tials V{71 (r) and V{3;(r) have been obtained. This value
depends fundamentally on the amount of exchange and
correlation included in V{i}(r) and V{%;(r). Therefore,
in our method we con51der an only fitting parameter
which is that of the Kohn-Sham exchange functional.
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Nevertheless, one can follow the inverse procedure con-
sidering the value of x as a fitting parameter and deduc-
ing after the value for the Kohn-Sham exchange parame-
ter. The value of the U energy can be obtained from the
available experimental data.

The effects of the 2'(w) potential on each symmetry
can be analyzed by studying the intersection, for each en-
ergy g, of the line y,=w—¢g, with the function
y,=Re[Ux +M()].** 7 The energy interval of ¢, ob-
viously is the f bandwidth obtained within the LDF. Ex-
pression (10) produces the same effects as the first order
self-energy corrections (Hartree-Fock approximations) in
the limit case of those systems whose f symmetries are ei-
ther totally occupied or totally empty. Actually, for the
totally unoccupied f symmetries M (w)=0, and thus we
obtain a single cut at o= Ux, which yields the upper
Hubbard peak of the DOS. In the case of having a single
f symmetry that is totally occupied and the others are
completely unoccupied, M (w)=—U. Then, y, cuts off
y, at @=U(x —1). This single cut produces the lower
Hubbard peak of the DOS. For the systems with partial-
ly occupied f symmetries, the corresponding M (w)’s
present a variation versus w as that of Fig. 1. Then, for
each LDF state arising from a partially occupied orbital,
there are three different resonances associated to the
three different cuts of y, and y, (see Fig. 1). These three
resonances, which have been experimentally ob-
served®® "% and theoretically discussed"!'”'® in several
Ce systems, cannot be reproduced with the first order
self-energy theories. The unrestricted Hartree-Fock ap-
proximation locates each f orbital according to its own
occupation®’ [in this case M (w)=—Un/], and this can
yield several peaks in the DOS. However, this last ap-
proximation obtains a state of the interacting system for
each LDF state. Therefore, the electronic structure ob-
tained from (10) differs both quantitatively and qualita-
tively from that obtained with a first order self-energy.

The former analysis allows us to obtain a schematic

T

—

rvvlrﬁluuus

0.25

0.00

-0.256

Re Z'(w) (Ry)

-0.50

|

-0.75

-0.4 -0.2 0 0.2 0.4

© (Ry)

FIG. 1. Representation of Re2'(w)=[U/2+ReM ()] cal-
culated for n,=0.9 and U =0.55 Ry and the f width of the
noninteracting system is 0.1 Ry. The dashed straight lines cor-
respond to y; =w—g, and the separation between the two lines
corresponds to the bandwidths determined by LDF (i.e.,
without considering self-energy corrections).
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and partial pattern of the electronic structure of the HS
which has been presented in a previous paper.’® In this
analysis we consider the heavy-fermion systems as an in-
dependent aggregation of rare-earth—actinide atoms and
we suppose that their f orbitals are nonhybridized with
other extended states. This is an oversimplified image of
the HS, but it can give us some information about their
electronic structures. However, if we want to obtain a
realistic DOS to be compared with the experimental data,
we should consider these systems as actual crystals in
which the f states are hybridized.

III. BAND CALCULATION METHOD

The influence of 2'(r,1',) in the g, , band structure of
the HS is the main objective of this work. In this work
we consider realistic f states and thus the g, , spectrum
corresponds to states which contain several / orbital char-
acters and only the f component of each state suffers the
effects of 2'(r,r',w).

We solve (8) using the APW method and the resulting
matrix elements of the secular equation considering the
self-energy operator,

IME)]s=[MJE)apwt+ 3 X2 YRZXKE), (11
R v
where

XjaR=(4n-)2f—l"‘1‘1(R)exp(in-tR ),

a

(12)

3
YyR=—-exp[i(R "'K; =K,) 1, )5(K;S,)I,(K;S,) ,

Q
(13)
ZME)= ? gr_ n%(-sé:—:)l s,
Xy (K )W (R7'K;), (14)
with
e, =E —Ux —ReM/,(E) , (15)

where K; =k +G, (G; is a reciprocal lattice vector); tg is
the nonprimitive lattice vector associated to the symme-
try operation R (in the case of symmorphic symmetry
group tg =0 for all R); g is the number of the symmetry
operations of the group corresponding to the vector k, n,
is the dimension of the irreducible representation «a; the
index v runs over the rare-earth atoms of the primitive
cell; ) stands for the primitive cell volume; I; is the
spherical Bessel function for / =3; S, is the muffin-tin ra-
dius of the v atom whose position vector is r,; ¥ (K ;) are
linear combinations of / =3 orbitals compatible with the
crystal symmetry and centered on the rare-
earth—actinide atoms; R;(g,r) is the radial part of the
I =3 orbital calculated to the ¢ energy from the
Schrodinger radial equation obtained within the
augmented-plane-wave method;’’ [MJ(E)] pw is the
standard APW matrix elements corresponding to the ir-
reducible representation a. The second term of the right
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hand side of (11) can be interpreted as the equivalent
pseudopotential arising from the self-energy operator be-
tween two ij APW basis. The band structure calculation
described by expressions (11)—(15) is independent of the
self-energy functional whenever this comes from a Hub-
bard Hamiltonian.

The energies E which satisfy the condition

det([MZ(E)]y} =0 (16)

are eigenvalues which correspond to the eigenstates with
a fixed k vector and a symmetry. On the other hand, the
variable E in (16) is related with €, by means of (15).
When one finds an eigenvalue E of the interacting HS,
the corresponding €, is an energy of the noninteracting
system. This means that €, is located in an energy inter-
val (~1 eV) around the divergence of the logarithmic
derivative of the function R,(¢,r) evaluated at r =S, and
deduced with the Hamiltonian [ — V?+ V()]

The energy spectrum deduced by using the band calcu-
lation method described in expressions (11)-(16) presents
the following general features:

(i) The electronic states suffer the self-energy effects de-
pending on their composition in f symmetries and each
of these symmetries is independently shifted according to
its M.

(i) If an f orbital is totally unoccupied, M (w)—O0.
Then the corresponding bands are located at energies Ux
and they are experimentally detected by inverse photo-
emission spectroscopy (IPS).?°

(iii) For the case of occupied f symmetries, the self-
energy presents large and sudden variations in the vicini-
ty of the Fermi level, which produce the mass enhance-
ments of the electronic states close to E. as well as the
large values of the electronic specific heat.

(iv) The effective shifts between eigenstates correspond-
ing to the interacting and noninteracting systems are
given by the energy differences between the zeros of equa-
tions: det{[Mj(E)]s} =0 and det{[MJ(E)]spw] =0. In
general, the zeros corresponding to states with f com-
ponent are located in an energy interval whose lower lim-
it is an energy such that [dR;(r)/dr]=0 for r =S, and
the upper limit is the energy for which R;(r=S,)=0.
The eigenstates of the interacting system are determined
from Eq. (16) and in this case there are three energy in-
tervals (per each partially occupied f orbital) in which
states with f character can appear. Each of these inter-
vals is centered in the energy of each of the cuts between
the functions y,=E—¢, and y,=Ux +ReM/(E) (see
Fig. 1). The amount of the f character of each state in-
creases as its energy approaches the upper limit of the
corresponding energy interval. The effect of the self-
energy (10) on an electronic state |ka ) can be roughly es-
timated by

[UX +Rer(8ka)]nf(Eka);[nf(Eka)z|<ka|f)|2]

and this estimation can be evaluated in the same way at
each step of the self-consistent process, although
M (gy,), ns(ey,), and g, can vary from step to step. It is
interesting to remark that the effects of (10) on g,, de-
pend on k vector since the effective shifts for the states of
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the interacting system depend strongly on the momentum
k because of the hybridization. As a consequence, some-
times, the number of zeros in (16) does not coincide with
the number of cuts between the straight line E —¢j, and
Re[2'(E)]; instead, it corresponds to the cuts between
the curves (E —¢},)/n(E) and Re[Z'(E)], n/(E) being
the f component of the electronic state if it was located
at the energy E. Therefore, the dependence of the
effective shift on the momentum can produce breakings
and discontinuities in the bands since for some k’s the
number of narrow resonances can be different from three.
This is not surprising since the €,, energies correspond to
quasiparticle eigenstates. Therefore, we give the density
of eigenstates, which are the solution of Eq. (8) as DOS.

(v) In this method the quasistates whose energies are
obtained from Eq. (16) are affected by a mass enhance-
ment defined by

o
1— ?nf(a))'—a;‘—

=~

(17)
mipr

w=pole

Therefore m* /m . depends on the variations versus w
of Ms(w) and n,(w). If one only considers a first order
self-energy,®® m*/mpr is 1, since in these cases
My (0)=—U. In the case described in this paper,
m*/my e has sharp peaks in the energy interval where
the real part of 3’ presents stronger variations (see Fig.
1). This precisely the energy interval where the three
structures arising from the partially occupied f symmetry
appear. Therefore the specific heat, which depends on
m*, will be large. This last property is an experimental
feature which characterizes the heavy-fermion com-
pounds and which a Hartree-Fock approximation to the
self-energy cannot reproduce.

(vi) The imaginary part of the self-energy induces a
quasiparticle character to these |ka ) states and their life-
time can be approximately calculated by

I '~ 3 ImM (e,)|[(kalf)|* .
S

IV. COMMENTS ON THE RESULTS

We have considered a-CeAl, for testing our band cal-
culation method for the following reasons:

(i) It is a clear heavy-fermion system whose electronic
specific heat is ~ 150 mJ/mole fatom K? (this y is ~15
times larger than, for instance, that of the a-Ce ele-
ment®®). This large specific heat is due to the narrowing
effects in the structures just at £ which can only be ex-
plained by the self-energy effects.

(i) All studies of XPS detect an f structure at E and
another about 2 eV below Ep (see, for instance, Refs.
20-27). In addition, the IPS obtains an f structure just
above E. and a giant f structure at ~5 eV above Ep.2*
Therefore a-CeAl, presents a structure of four f peaks
which is clearly contradictory with the LDF calculations
of the band structure.

(iii) The splitting of the double f structure below Ep
cannot be attributed to spin polarization or to antiferro-
magnetic order since this compound shows a Pauli
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paramagnetism.

(iv) The fourth reason for calculating the electronic
structure of a-CeAl, is the strong hybridization suffered
by the f states of this compound with spd states from
both Ce and Al atoms. This hydridization allows us to
probe our method in the most unfavorable conditions.

(v) At the present time, the theoretical analysis consid-
ering self-energy effects in the Ce compounds®!'"137 16 has
given schematic fDOS and only qualitative pictures of
their electronic structure have been obtained.

The parameters for the band calculation are shown in
Table I. The number of APW basis considered in this
work is such that |K;| <V'807/a. The DOS and fDOS
is performed using the standard methods.* The self-
energy is determined using the dielectric function de-
duced in the Appendix. The DOS of the noninteracting
system, considered for calculating W (w), is that from the
LDF. This DOS presents a giant f peak’* ™% at E,
without any splitting between the different f levels when
both spin-orbit coupling and spin polarization effects are
not considered. Then, the partial fDOS can be approxi-
mated by a square function in order to determine Y% w).
In Ce compounds, the f electron count (n) is less than or
equal to 12440742 Therefore, the sum over f in expres-
sion (10) can be reduced to a single orbital (two in the
case of spin-orbit coupling).

The DOS and fDOS calculated by LDF (Refs. 40 and
41) present evident discrepancies with the experimental
data of XPS and IPS since the three peaks corresponding
to the partially occupied f symmetry and the unoccupied
S states located around 5 eV above E are not found in
these calculations. In addition, there is not any f struc-
ture below E (at ~2 eV).* However, np is in agree-
ment with the XPS and IPS measurements.

Figure 2 shows the density of eigenstates deduced from
Eq. (16) by considering the dynamically screened ex-
change potential [this is the denomination in the Hedin-
Lundqvist theory®* of a 3’ functional as that of expres-
sion (10)]. This DOS presents four peaks [see Fig. 2(b)},
located at ~0.54, ~0.67, ~0.84, and ~1.1 Ry. The
average values of m*/mpg in these peaks are ~1.3,
~6.2, ~7.5, and ~1, respectively. Using the Fermi
liquid argument, the specific heat enhancement is related
to the enhancement of the quasiparticle density of states
at the Fermi surface;*® therefore, the relation y /y, de-
duced from our results can be estimated around 6. The
three narrow structures [see Fig. 2(b)] come from the or-
bital xyz/r® and the Fermi level lies just in the second
peak. The other two peaks of this group are located at
~1.8 eV below E; and ~2.2 eV above E. The fourth

TABLE I. Different parameters used in the determination of
the band structure: a is the lattice parameter; ac.(a,;) stands
for the a parameter of the Kohn-Sham local exchange potential,
included in muffin-tin potential Vyr, corresponding to Ce(Al)

ions; Sc.(S4)) is the muffin-tin radius corresponding to Ce(Al)
ions.

a (a.u) e aa

14.77 2.11

Sce (a.u) Sa (a.u.)

2.39

2.00 2.91
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FIG. 2. Density of states calculated with M (w) of expres-
sion (5) and U =0.55 Ry. (a) Total density of states. (b) Partial
f density of states.

structure is a giant peak arising from the totally unoccu-
pied f orbitals and located at ~6 eV above Ep.

In a recent paper,** we have calculated the electronic
structure of CeAl, by considering a first order self-energy
correction. The electronic structure obtained by this
method presents just two f peaks in the DOS, one of
them below E; and the other above. Although the elec-
tronic structure of Ref. 43 corresponds to the ¥y phase of
CeAl, and the results of Fig. 2 to the a phase of this com-
pound, we can compare both results since as it is well
known'4 71620723 the electronic structure of these two
phases are qualitatively equal and quantitatively similar.
The main conclusion that can be drawn is that, as we
have already commented in Sec. II, the dynamical effects
included by M, (w) in (10) produce the splitting of the
peak arising from the xyz /r> orbital in the narrow reso-
nances shown in Fig. 2(b). This effect is also described by
Zlati¢ et al.,' who study the case of only one f symmetry.
They find that the fDOS of the noninteracting system is
split in three resonances when the self-energy is con-
sidered, two of them symmetrically located with respect
to Er and the other structure lying just at E. The most
significative difference is that in our calculation the nar-
row resonances are not in total symmetry with respect to
Eg. This difference can be caused by the different ap-
proximations used for the self-energy. Martin!! con-
cludes that three or four resonances should appear in the
interacting system for each f symmetry of the nonin-
teracting system. He argues that a fourth peak in the
fDOS can arise if the hybridization with other extended
states of the resonance located at E produces a gap (or
pseudogap) in the total DOS. Therefore, our results are
also consistent with this provision of Martin’s model, al-
though in this compound the hybridization does not pro-
duce any gap at E;. There are other theoretical studies
of the fDOS of the Ce compounds performed with
different self-energy approximations'*!® and they all
present a peak below E (around —2 eV) and another
peak just at Ej.
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The XPS results given in Refs. 20-23 present two f
peaks, one of them ~2 eV below E and the other close
to Ep. The relatively large specific heat of this com-
pound>® implies the existence of a mass enhancement of
the states located at Er. Therefore our results are basi-
cally consistent with these data. The fDOS [Fig. 2(b)]
presents a peak at ~2.2 eV above E and another one at
~6 eV, which qualitatively agrees with the IPS experi-
ments.?»?> However, the widths of the structures at
—1.8 eV and +6 eV from Ej [Fig. 2(b)] do not coincide
with the XPS and IPS results, respectively. This
discrepancy can be attributed to the relaxation effects
that arise in the high energy spectroscopy process.

In summary, we have given a calculation method
which determines the DOS and fDOS from band struc-
ture. This method has been applied to a Ce system and
|

> lf)1|f')2W(Q»w)
LHf

<f|1(f'!2=

U3y N S 3 Kk+gBlf) 2 |<kalf”>|2f

5f k,a,B f"

The dependence of W(q,w) on the momentum q is given by means of the y(q,

PINERVAVEE
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we have used it for explaining the different splittings be-
tween the strong correlated bands, schematically foreseen
in several former papers"!' !¢ but never deduced hither-
to from a band structure calculation. This method can
also be valid for the uranium compounds, although appli-
cation to these materials requires the consideration of
several symmetries in Eqgs. (A3) and (10) since n is ~2.5.
However, the calculation procedure is similar.

APPENDIX

We start from the bare interaction given in Eq. (5) of
our previous paper® and the dielectric function e(w) is de-
duced from the RPA integral equation adapted to the
Hubbard systems,

%(k+q,0+0)G(k,0)

XN W(qo){f1,{f],. (AD)

o) and it is well known?® that the y func-

tion is, in heavy-fermion systems, independent of q and strongly dependent on w. Therefore, we assume that the

momentum dependence of the

dynamically screened interaction

is negligible compared with the energy

dependence and thus, we substitute W(q,w) by (1/N) EqW(q,w). Then Eq. (A1) is

W(o)=U[1—-Ux%w)] !
where

1

(A2)

1

ow)=

> J° de [ aeNpenie)

wte—e +i6 -

w—et+e +i0 (43

and where N f(s) is the noninteracting system density of states corresponding to the f orbital.
When the process is performed self-con51stently, this last expression can give y(w) by substituting N? r for N,. If one

considers a square function N? ¢ for each orbital, x o) is

X%@)=— 3 N} ((0+A,)Inlo+A, —(0—A)Inlo—A]
f

—(o+b,)n|o+b/| +(w—bf)ln|a)—bf|—(a)+af)ln|w+af|+(a)—af)ln|(o—af|

+imsgn(w){b[O(w—b,)—O(w—A;)+O(—w—b;)—O(—w—A,)]
+af[9(a)—af)—9(w—Af)+9(—w—af)—e(-—w—Af)]
+o[0(w)—0(w—b;)—O(w—a;)+O0(w—A[)
—0(—0)+6(—0—b,)+6(—w—a,)—O(—0—A,)]}), (A4)

where Ny, is the constant densnty of states corresponding

to the f orbital, A =N,, is the bandwidth, and

ap=nsA; [b,=(1— nf )A ;] is the occupied (unoccupied)

energy interval of the f orbital, ©(x) is the step function.
The dielectric function is then

e@)=1-Ux%w)=¢(0)+ig,(o) . (AS5)

The function e(w) given in (A4) is very sensible before

f

changes of the three main electronic parameters of the
heavy-fermion systems (A, n, and U). For 0—0, ¢,(®) is
positive and sharply decreases for increasing . One of
the most important characteristics of ¢,(w) is that it
presents two zeros for w >0 (and two symmetric zeros on
the negative real axis) which correspond to peaks of the
effective interaction W(w). At the first zero, &,(w)7#0,
and at the second one g,(w) and ¢,(w) are both vanishing
(this last zero is assigned to the free plasmon pole).
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