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High-spin and low-spin states in Invar and related alloys
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Total-energy band calculations that show the coexistence of a high-spin and low-spin state in fcc
transition metals and alloys are presented. The energy difference between the two states is shown to
be a function of the electron concentration and to vanish at 8.6. At larger electron concentrations
the low-temperature state is the high-spin state, and the thermal expansion is shown to pause at a
system-dependent characteristic temperature. At lo~er electron concentrations the low-
temperature state is the low-spin state, and enhanced thermal expansion is expected. An analysis
that leads to a qualitative understanding of the thermal properties of Invar and that implies a con-
nection with martensitic transformations and spin glasses in related alloys is presented. For Invar a
magnetic collapse from the high-spin to the low-spin state at a pressure of 55 kbar is predicted.

I. INTRODUCTION

The problem of the anomalous thermal expansion of
Fe-Ni alloys has attracted considerable attention since
the discovery' of Invar almost a hundred years ago. Al-
though it was recognized from the beginning that the low
room-temperature thermal expansion must be related to
complicated magnetic effects, Weiss's proposal of the ex-
istence of two y states offered the first serious explanation
of this unusual effect. The two discrete states in the
Weiss model correspond to individual iron sites which
are assumed to have different local moments and
volumes. Recently, we presented conventiona1 spin-
polarized band calculations which imply the existence of
a nonmagnetic state lying just above the ferromagnetic
state in Invar. More recently, we have shown that
total-energy fixed-spin-moment band calculations yield
an energy versus volume curve displaying a low-spin state
centered at low volumes, and a high-spin state centered at
high volumes, with the low-spin state at approximately 1

mRy (150 K) above the high-spin state. We further
showed that the low-temperature thermal expansion
could be explained in terms of a thermal population of
the higher energy low-spin state and that the initial nega-
tive thermal expansion is probably due to the coexistence
of a third, antiferromagnetic state with a volume inter-
mediate between the low-spin and high-spin volumes and
an energy a few tenths of a mRy above the high-spin en-
ergy.

Here we extend our earlier work and study the thermal
properties of a range of Fe-Ni and related alloys. In Sec.
II we briefly describe the fixed-spin-moment procedure
used in our work and show that it yields low-spin and
high-spin states and that the energy difference between
the two states vanishes at a critical concentration of 8.6
electrons. In Sec. III we show that Invar properties,
characterized by a pause in the thermal expansion, must
occur at successively higher temperatures as the electron
concentration increases. In Sec. IV we show that "anti-
Invar" behavior, characterized by an enhancement (rath-
er than a pause) in the thermal expansion, is expected and

that this behavior occurs at successively higher tempera-
tures as the electron concentration decreases. We pro-
pose a direct connection between these characteristic
anti-Invar temperatures and martensitic transformations.
In Sec. V we show that complex magnetic properties, in-
cluding dilute ferromagnetic and spin-glass behavior are
expected at low temperatures for concentrations near the
critical value of 8.6 electrons. We also show in Secs. III
and IV that, at a pressure of 55 kbar and at low tempera-
tures, Invar is expected to undergo a magnetic collapse
from the high-spin to the low-spin state, and that Invar
should exhibit anti-Invar behavior (enhanced thermal ex-
pansion) at pressures exceeding 55 kbar.

II. FIXED-SPIN MOMENTS

Our current results are based on total-energy
augmented-spherical-wave band calculations utilizing
the fixed-spin-moment procedure. Conventional band
calculations with total energy capabilities generally treat
the volume V as an independent parameter and find the
binding curve of the system. The resulting volume
dependence of the total energy E( V) generally displays
only one stable solution, at the energy minimum where
dE/d V=0. The volume corresponding to the minimum
is the equilibrium volume, Vo. All other points on the
binding curve simply correspond to the total energy of
the system with the volume constrained to the given
value by an effective external pressure, P= dE/dV-
With the fixed-spin-moment procedure, we have the add-
ed flexibility of treating the amplitude of the magnetic
moment, M, as a second independent parameter and
finding, at a given volume, the total energy versus mo-
ment curve. The resulting E(M) curve displays minima
at different magnetic moment values. As in the former
case, the only stable solutions correspond to moment am-
plitudes at local rninirna where dE/dM=O. All other
points on the E(M) curve correspond to the total energy
of the system with the moment constrained to the given
value by an effective external magnetic field, H =dE/dM.
In general, a given system will have different E(M)
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curves at different volumes.
Fixed-spin-moment band calculations show that all

transition metals have E(M)~ curves with stable solu-

tions at M=O for low volumes, and with stable solutions
at a finite M value at large volumes. Thus, all transition
metals are nonmagnetic at sufficiently low volumes, and
become magnetic at sufficiently high volumes. This gen-
eral result is not surprising when it is considered that, at
low volumes the transition-metal d bands are spread over
a large energy range and are incapable of supporting
magnetic behavior, while at large volumes the free-atom
limit and moments consistent with Hund's rule and the
atomic ground-state configuration must be approached.

The fixed-spin-moment procedure which we use is ideal
for studying the details of this transition from nonmag-
netic behavior. Depending upon the system, it is found
that the transition can be either first order or second or-
der. In the case of a first-order transition, E(M ) v curves
displaying two stable (H =0) solutions, one at M =0 and
one at a finite M value, are found over a limited volume
range. That is, there is a volume range where the system
can be either nonmagnetic or magnetic. The zero-field
energy versus volume for such a system must be
represented as two separate but crossing branches, with
the overlap defining a coexistence region. In this case,
the moment versus volume is discontinuous. At the
branch crossing, the moment can be zero or have a finite
value with no change in the total energy of the system.
We refer to this as a magnetic instability and to the non-
magnetic and magnetic branches as low-spin and high-
spin branches. The low-spin designation can refer to ei-
ther nonmagnetic or to low-spin solutions which are
found for complex systems involving more than one
atomic species.

Note that fixed-spin-moment calculations differ in de-
tail from conventional band calculations. Our original
evidence for the coexistence of nonmagnetic and fer-
romagnetic states in Invar is based on two conventional
calculations; a (constrained) nonmagnetic calculation,
and a spin-polarized calculation. In our more recent
work, a single fixed-spin-moment band calculation yields
both states simultaneously, and shows that they can coex-
ist over a limited volume range.

Additional band-theoretical evidence for the existence
of high-spin and low-spin states in transition metals is
based on total-energy fixed-spin-moment calculations for
iron' and cobalt constrained to an fcc unit cell. The basic
calculations result in total energy contours in magnetic
moment and volume space. The zero-field results, defined
by loci of points at which dE/dM vanishes (H =0) are
reproduced in Fig. 1 and Fig. 2, respectively, where we
show E and M versus the Wigner-Seitz radius, res.
Here, the volume is given by V=(4m/3)rws . In both
systems, the behavior is nonmagnetic at low volumes and
ferromagnetic at high volumes. The transition from non-
magnetic to magnetic behavior is first order, as evidenced
by the discontinuity in the magnetic moment and the two
separate but crossing branches of the total energy. As
shown, we find that the low-energy state is nonmagnetic
for iron and ferromagnetic for cobalt. The higher-lying
ferromagnetic state for iron and nonmagnetic state for
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FIG. 2. Total energy fixed-spin-moment results for cobalt
constrained to a one atom fcc unit cell showing a magnetic in-
stability at a compressed volume and at an energy of 10 mRy.
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FIG. 1. Total-energy fixed-spin-moment results for iron con-
strained to a one atom fcc unit cell showing a magnetic instabili-

ty at an expanded volume and at an energy of 15 mRy. The
dashed magnetic moment curve in the upper panel corresponds
to an unimportant low-spin solution persisting over a limited
volume range.

cobalt have minima at approximately 15 and 10 mRy, re-
spectively.

Figure I (and 2) represents the total electronic energy
as a function of the scale of the rigid lattice, and there-
fore does not account for temperature-dependent lattice
vibrations. That is, the figure gives a macroscopic view of
the behavior of the system of atoms on the rigid lattice.
In the strictest sense, the figures does not even apply for
zero temperature because zero-point lattice vibrations are
not considered. A detailed understanding of thermal ex-
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pansion requires the evaluation of the thermal evolution
of the free energy; a difficult task for systems exhibiting
magnetic instabilities because of the complicated volume
dependence of the local moments. The approximate
thermal behavior of the system, however, can be inferred
from binding curves such as Figs. 1 and 2. In general,
electronic-structure calculations yield binding curves that
show positive anharmonicity. That is, they are skewed
towards higher volumes. At elevated temperatures, the
microscopic effective local volume associated with an indi-
vidual atom can have wide excursions from that given by
the rigid lattice minimum. Positive anharmonicity im-
plies a tendency for the atom to have, on average, a
larger effective local volume at successively higher tem-
peratures. It is this positive anharmonicity and resulting
increase in effective local volumes that leads to thermal
expansion of simple metals. The existence of the higher-
energy nonmagnetic, low-volume branch in Fig. 2, intro-
duces an effective negative anharmonicity, a tendency to-
wards lower effective local volumes, and a tendency to
contract. Conversely, the existence of the higher-energy
high-spin, high-volume branch in Fig. 1 introduces an ad-
ditional positive anharmonicity and tendency for greater
than normal expansion.

The difference between the energy minimum, Eo, and
the minimum energy for the higher-lying state is a mea-
sure of the temperature required to excite the upper state.
Since 1 mRy is approximately 150 K, the higher-lying
states for the two systems represented in Figs. 1 and 2
can only be excited at temperatures in excess of a
thousand degrees. Hence, thermal expansion anomalies
would only be apparent at very high temperatures where
they would be difficult to detect. That is, the instabilities
are well beyond the "normal" thermal range. Although
beyond the thermal range, Wassermann proposed that
our calculated magnetic instability for fcc iron may play
a crucial role in the thermal expansion of Invar.

In general, the source of the magnetic instabilities is a
high density-of-states at the Fermi energy, which is a
consequence of d-band filling. Therefore, the details of
the instability and the differences in energy correspond-
ing to the minima of the two states are a function of the
number of valence electrons. As is evident from a com-
parison of Fig. 1 and Fig. 2, the difference between the
nonmagnetic energy minimum and the ferromagnetic en-

ergy minimum hE=ENM —E„M changes sign in going
from iron with eight electrons to cobalt with nine elec-
trons. Based on these two systems only, a linear interpo-
lation shown in Fig. 3 implies that an fcc system with 8.6
valence electrons per atom would have zero energy
difference. In this case, both states would be thermally
accessible even at the lowest temperatures, and
temperature-dependent lattice vibrations would strongly
influence local magnetic moments. We note that Invar is
the fcc Fe-Ni alloy with 35% nickel containing approxi-
mately 8.6 valence electrons per atom. The agreement
between this crude linear interpolation based on two ele-
mental systems and the valence electron count for Invar
may be fortuitous. In particular, we note that because of
hybridization effects, compounds (i.e., ordered Fe3Ni to
be discussed later) would not fall on the straight line
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FIG. 3. Difference between the ferromagnetic and nonmag-
netic energy minima for fcc iron and fcc cobalt. A linear inter-
polation implies a zero energy difference for 8.6 valence elec-
trons.

shown in Fig. 3. The figure gives a crude rigid-band esti-
mate of the expected energy difference between the non-
magnetic and magnetic branches.

For electron concentrations greater than 8.6, the ener-

gy versus volume curves are expected to resemble those
of fcc cobalt, with the nonmagnetic state at a higher ener-

gy than the ferromagnetic state and with the resulting in-
stability at lower volumes than the volume corresponding
to the absolute energy minimum. In this case, hE is neg-
ative and decreases (becomes more negative) as the num-
ber of electrons increases towards the cobalt value. We
will show that systems in which this energy difference is
negative will exhibit a "pause" in the thermal expansion,
correspondingly low coefficients of expansion at system-
dependent temperatures, and Invar-typical behavior.

For electron concentrations less that 8.6, the energy
versus volume curves are expected to resemble those of
fcc iron, with the ferromagnetic state at a higher energy
than the nonmagnetic state, and with the resulting insta-
bility at larger volumes than the volume corresponding to
the absolute energy minimum. In this case, EE is posi-
tive and increases as the number of electrons decreases
towards the iron value. We will show such systems will
exhibit what we refer to as anti-Invar behavior with
"enhanced" thermal expansion (large volume changes) at
successively higher temperaturess as the number of elec-
trons decreases or as we approach iron-rich alloys in the
Fe-Ni system. We propose that, upon cooling, the ex-
pected large volume changes trigger a martensitic trans-
formation from a metastable y phase to mixed y+a
phases at temperatures which depend upon the electron
concentration.

Simple metals which do not exhibit magnetic instabili-
ties have binding curves like that shown schematically in
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Fig. 4(a). The energy represented in such binding curves
is the total electronic energy of the system as a function of
the scale of the rigid lattice, and therefore does not ac-
count for temperature-dependent lattice vibrations.
However we have shown' that, by using a Debye-
Griineisen approximation, we can account for lattice vi-
brations and effectively extend our band calculations to
finite temperatures. We showed that Debye temperatures
and Griineisen constants implicit in calculated rigid-
lattice binding curves are suScient to define the energy
and entropy due to lattice vibrations and the resulting
thermal evolution of the free energy. The Debye-
Gruneisen analysis yields the volume versus temperature
directly from first-principles band calculations within the
local-density-approximation with the atomic number as
the only input. As shown schematically in Fig. 4(e), it is
found that the rate of expansion approaches zero at the
zero-temperature limit, and approaches a constant value
at high temperatures. An extrapolation of the linear
high-temperature behavior back to zero temperature
yields the rigid-lattice volume, Vo, derived from band cal-
culations. The difference between the volume at zero
temperature, and the rigid-lattice volume is simply a
zero-point energy effect. We will use this observation to
discuss the thermal properties of Fe-Ni alloys. The tem-
perature derivative of the volume versus temperature be-
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FIG. 5. Schematic coefticient of expansion curves for a sim-

ple metal (a), an Invar system (b), and an anti-Invar system (c).
The corresponding magnetic behavior is shown in (d), (e), and
(f). Brillouin behavior is labeled 8, and composite low-spin,
high-spin behavior is labeled CS. Mo is the amplitude of the lo-
cal moment at Vo for a simple magnetic metal. M» and MLs
are the amplitudes of the local moments at the high-spin and
low-spin lattice volumes, respectively. The amplitude of the lo-
cal moments in (e) and (f) is shown by the straight line segments
with sharp breaks. These breaks are expected to be rounded off
by thermal effects.
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havior shown in Fig. 4(e) yields the normal coefficient of
the expansion curve shown schematically in Fig. 5(a).

It is well established that the amplitudes of local mo-
ments in magnetic metals (with no magnetic instabilities)
are relatively independent of temperature, and that they
persist through the Curie temperature. The magnetiza-
tion, on the other hand, is a consequent of spin disorder
and is expected to follow a Brillouin behavior, dropping
to zero at the system-dependent order-disorder Curie
temperature as shown in Fig. 5(d).
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FIG. 4. Schematic total energy vs volume for a simple meta1
(a), an Invar system (b), an anti-Invar system (c), and a spin glass
(d). The corresponding volume vs temperature behavior are
shown in (e), (f), (g), and (h). The rigid-lattice equilibrium
volume for simple metals is labeled Vo. LS and HS refer to the
low-spin and high-spin states, and CS refers to composite low-
spin, high-spin behavior.

III. INVAR

We will consider the ordered Fe3Ni system to be a
"model" Invar system even though we know that true In-
var is chemically disordered and has a slightly different
stoichiometry. Fixed-spin-moment band calculations on
this system yield the zero-field results shown in Fig. 6.
As in the case of fcc iron and cobalt, we find that the to-
tal energy must be represented as two separate but cross-
ing branches with a discontinuous magnetic moment at
the crossing. The resulting instability occurs at a volume
below the absolute energy minimum which corresponds
to a high-spin state. Because this is a two component sys-
tem, the situation is more complicated than the elemental
fcc iron and cobalt cases. For Fe3Ni, the lower volume
branch corresponds to a low-spin state with small local
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FIG. 6. Calculated total energy and magnetic moments
versus r~s for ordered Fe3Ni showing a low-spin state centered
at low volumes and a high-spin state centered at high volumes.
The two states are the band-theoretical equivalent of the 2-y
states proposed by Weiss. At zero temperature, the two states
are in equilibrium at the pressure represented by the common
tangent or at 55 kbar.

moments on the iron sites and no moments on the nickel
sites. The ferromagnetic branch corresponds to a high-
spin state with local moments on both iron and nickel
sites. The average magnetic moment corresponding to
the low-spin and high-spin minima, MLs and MHs, are
0.4 and 1.6p~, respectively. Note that the low-spin state
has an energy minimum that is only 1 mRy above the ab-
solute energy minimum of the high-spin state and has a
volume centered below that of the high-spin state at
rws=2. 6 a.u. Thermal excitation of this low-spin state
will begin at thermal energies exceeding 1 mRy or at tem-
peratures of approximately 150 K.

Figure 6 represents zero-field, rigid-lattice results.
Temperature is not explicitly considered in the calcula-
tions, and no attempt is made to find the thermal evolu-
tion of the free energy as was done for simple metals. '

The major goal of the present work is to give a qualitatiUe
understanding of the thermal expansion of Invar. For
this purpose, it is sufficient to recognize that an energy of
1 mRy above the absolute energy minimum corresponds
to a temperature of approximately 150 K and that, in
general, increased energy differences imply higher tem-
peratures.

As a consequence of lattice vibrations, the effective
(microscopic) local volume of an individual atom is ex-
pected to have a progressively wider range of values as
the temperature increases. At approximately 150 K, the
effective local volume will tend to have (for a brief part of
the cycle and for certain vibrational modes), a value cor-
responding to the low-spin, low-volume branch at
res ——2.55 a.u. At still higher temperatures, this tenden-

cy towards lower volumes will increase and the system
will tend to contract as the local moments collapse. That
is, "normal" thermal expansion will tend to be inhibited
because of the tendency of individual atoms to have lower
effective local volumes while they undergo a collapse (lon-

gitudinal) in local moment.
Ignoring zero-point energy effects, the high-spin and

low-spin states are in equilibrium at the pressure
represented by the common-tangent line shown in Fig. 6
or at P= dE—/dV=55 kbar. Thus, at zero temperature
and at pressures exceeding 55 kbar, we would expect
magnetic collapse from the high-spin to the low-spin
state in Invar. The pressure induced magnetic phase
transition recently observed by Abd-Elmequid et al." in
Invar at 58 kbar is a direct experimental confirmation of
the validity of our band calculations and of the theoreti-
cally predicted pressure for magnetic collapse shown in
Fig. 6.

The high-spin and low-spin volumes indicated by the
position of the minima in Fig. 6 are rigid lattice volumes.
At temperatures below 150 K, only the high-spin state is
occupied and the system is expected to expand like any
other system and to have the high-spin rigid lattice
volume corresponding to r„,=2.6 a.u. At temperatures
of about 150 K, population of the low-spin state which is
centered at a lower volume begins. As a consequence, the
normal high-spin expansion is interruped and there is a
"pause" in the expansion. At temperatures well above
150 K, the system again expands like any normal system
with composite high-spin, low-spin character. At these
temperatures, the system has an effective rigid lattice
volume that lies somewhere between that of the high-spin
and that of the low-spin state, and is therefore less than
the high-spin volume. We therefore summarize the Invar
effect by the schematic energy versus volume curve
shown in Fig. 4(b) and the volume versus temperature
curve shown in Fig. 4(f). A temperature derivative of the
curve shown in Fig. 4(f) yields the Invar-typical
coefficient of thermal expansion curve shown in Fig. 5(b).
Thus, the low room-temperature thermal expansion in
Invar is a consequence of a pause in the expansion result-
ing from a population of the lower volume low-spin state
in accordance with the Weiss proposal.

Note that, as the nickel composition and electron con-
centration increases, the energy difference between the
high-spin and low-spin minima increases. Theory implies
a corresponding increase in the temperature required to
begin populating the low-spin state. This characteristic
Invar temperature should have successively higher values
with increasing nickel composition, as observed experi-
mentally. At large electron concentrations (i.e., for coba-
lt), Invar behavior occurs only at temperatures where the
normal thermal expansion is so large that the effect is
difficult to resolve.

The magnetic behavior for Invar systems is complicat-
ed by the different thermal population of two different
states. The expected behavior is shown schematically in
Fig. 5(e). The low-temperature magnetic moment ampli-
tude, Mo, is constant and corresponds to the moment at
the high-spin minimum. That is, Mo is equivalent to
MHs. At some system-dependent characteristic tempera-
ture, the average amplitude must decrease as the low-spin
state begins to be populated; finally reaching a composite
average at high temperatures. The magnetization is now
expected to be influenced by this change in amplitude,
and to exhibit a deviation from normal Brillouin behavior
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as shown in the Fig. 5(e), and as found experimentally. '

As depicted in Fig. 5(e), the average amplitude of the
local moment is temperature dependent. Here, the am-
plitude is shown as straight line segments with a sharp
break from low-temperature high-spin behavior to a
linear transition region and another sharp break to high-
temperature composite behavior. Only the end points are
meaningful. In particular, we expect the indicated sharp
breaks to be rounded by thermal effects. In addition, the
sharp order-disorder Curie temperature implied in the
figure may actually be smeared because of the composite
(high-spin and low-spin) behavior at these temperatures.

IV. ANTI-INVAR

The interpolation in Fig. 3 implies that at electron con-
centrations less than approximately 8.6, the low-spin
state is lower in energy than the high-spin state as shown
schematically in Fig. 4(c). In this case, the instability
shifts to expanded volumes as for fcc iron. At low tem-
peratures, only the low-spin state is occupied and the sys-
tem expands accordingly. At some system-dependent
characteristic temperature, population of the high-spin
state, which is centered at a larger volume, begins. As a
consequence, the system is expected to experience an ad-
ditional increase in volume or an "enhancement" in the
thermal expansion as shown in Fig. 4(g). At high temper-
atures, a composite high-spin, low-spin behavior with an
effective rigid-lattice volume somewhere between that of
the high-spin and that of the low-spin state is expected.
Therefore, the composite rigid-lattice volume must be
greater than the low-spin volume. We refer to this as
anti-Invar behavior. The corresponding coefficient of ex-
pansion defined by the temperature derivative of Fig. 4(g)
is shown in Fig. 5(c).

The expected magnetic anti-Invar behavior is shown in
Fig. 5(f). In this case, the amplitude of the local moments
at low temperatures correspond to the low-spin state. At
some system-dependent characteristic anti-Invar temper-
ature, the average amplitude must increase as the popula-
tion of the high-spin state begins; finally reaching a com-
posite average at high temperatures. Thus, the average
amplitude of the local moments increases with increasing
temperature and leads to a curious magnetization curve
that also increases over a limited temperature range.
Spin-disorder then leads to a falloff at still higher temper-
atures.

Experimentally, it is found' that Fe-Ni alloys with less
than approximately 32% nickel undergo a martensitic
transformation from the y (fcc) phase, stable at high tem-
peratures, to a mixed y+a (bcc) phase at low tempera-
tures. Thus, the interesting low-temperature behavior
shown in Fig. 4(g), Fig. 5(c), and Fig. 5(f) is not normally
realized for this alloy system. The transformation tem-
peratures on cooling are found to vary from zero for the
32% nickel composition to 1180 K for pure iron. More-
over, the transformation temperatures are found to be
much larger for the reverse transformation. Obviously,
the y phase is metastable at temperatures between the
cooling and heating transformation temperatures. On
cooling to this temperature range, the fcc atomic

configurations are "frozen" in place and an atomic rear-
rangement is required for the system to assume the o.
phase. That is, there is an energy barrier preventing the
transformation. However, at temperatures correspond-
ing to the energy difference between the high-spin and
low-spin state, the expected large volume changes at the
enhanced thermal expansion region shown in Fig. 4(g)
may help to induce the transformation. Thus, we pro-
pose that the y~y+a (cooling) transformation tempera-
ture is directly related to the energy difference between
the high-spin and low-spin states, and we identify this
temperature with our characteristic anti-Invar tempera-
ture. In our theory, the energy of the instability is zero
for an alloy near the Invar composition (8.6 electrons), in-
creases as the nickel composition (and electron concen-
tration) decreases, and goes to approximately 15 mRy for
pure iron. This theoretically expected behavior agrees
with the experimentally observed variation of martensitic
transformation temperatures.

Although the pause in the thermal expansion due to
the thermal population of low-volume low-spin states
shown in Fig. 4(f) and Fig. 5(b) is well established for
Invar-like transition-metal systems, there is little direct
experimental evidence for the enhancement shown in Fig.
4(g) and Fig. 5(c). As we have noted, Fe-Ni alloys with
low nickel concentrations exhibit martensitic transforma-
tions before anti-Invar effects become pronounced. In re-
lated transition-metal alloys, notably Fe-Ni alloys which
contain manganese' to suppress the martensitic transfor-
mation, the occurrence of antiferromagnetism compli-
cates the simple analysis depicted in Fig. 4 and Fig. 5.
These antiferromagnetic systems also exhibit Invar-
typical behavior with a pause in the thermal expansion.
We suggest that in these antiferromagnetic Invar sys-
tems, our high-spin ferromagnetic state is replaced by an
antiferromagnetic state which has a minimum at a lower
energy than the low-spin state even for low nickel con-
centrations. The observed pause in thermal expansion is
again due to a thermal population of the low-volume
low-spin state. Thus, our interesting anti-Invar effects
are suppressed along with the martensitic transforma-
tions. We note however that, under a constant pressure
in excess of 55 kbar, Invar may exhibit anti-Invar behav-
ior (or may undergo a martensitic transformation). As
shown in Fig. 6 and verified experimentally, " the low-
temperature state for Invar becomes the low-volume
low-spin state for I' & 55 kbar. At a characteristic tem-
perature which depends upon the excess pressure (above
55 kbar), the higher volume high-spin state can be excit-
ed. Under these conditions, Invar is expected to exhibit
anti-Invar behavior with enhanced thermal expansion as
shown in Fig. 4(g) and Fig. 5(c), and with the curious
magnetic behavior shown in Fig. 5(f).

Based on this theory, the behavior of Fe-Ni alloys with
electron concentrations between 8 (iron) and 9 (FeNi or
cobalt) is summarized in Fig. 7. For concentrations be-
tween 8.6 and 9, we expect the high-spin state to be
favored at low temperatures, a pause in the thermal ex-
pansion, and Invar behavior with a characteristic Invar
temperature T&„,, increasing with electron concentration.
For concentrations between 8 and 8.6, we expect the
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FIG. 7. Expected behavior for Fe-Ni alloys. Invar behavior
occurs for electron concentrations between 8.6 and 9 where the
high-spin state is fully occupied at low temperatures (high-spin
state lower than low-spin state). Anti-Invar behavior occurs for
electron concentration between 8 and 8.6 where the low-spin
state is fully occupied at low temperatures (low-spin state lower
than high-spin-state). The composite high-spin and low-spin re-
gion at high temperatures is indicated. Characteristic Invar
temperatures are given by the line separating the high-spin and
composite regions. Characteristic anti-Invar temperatures are
given by the line separating the low-spin and composite regions.
This latter temperature is identified as the martensitic transfor-
mation temperature.

low-spin state to be favored at low temperatures, an
enhancement in the thermal expansion, and anti-Invar
behavior with a characteristic temperature increasing
with decreasing electron concentration. We identify this
temperature with martensitic transformation tempera-
ture, TMz. For temperatures above T,„„and TMz, we ex-
pect composite high-spin, low-spin behavior. The pure
low-spin behavior in the anti-Invar region is not normally
realized because of the transformation.

V. SPIN GLASSES

At low temperatures and at electron concentration of
8.6, we expect critical behavior. In this case, the high-
spin and low-spin branches of the energy versus volume
curves would ideally have minima at the same energy as
shown in Fig. 4(d). However, these Fe-Ni alloys are
chemically disordered and therefore have microscopic
composition gradients and a corresponding variation in
the energy versus volume behavior. That is, the energy
difference between the low-spin and high-spin minima is
not zero, but rather has a range of positive and negative
values centered around zero. On a microscopic scale and
at low temperatures, such a system should condense into
Invar and anti-Invar droplets with loca/ volumes varying
with temperature as shown in Fig. 4(h). The system then
consists of a matrix of droplets with a regular fcc crystal-

lographic lattice but with very different magnetic behav-
ior and with large internal stresses at the droplet boun-
daries. In the Fe-Ni system, the Invar droplets would
have a high-spin local moment amplitude, while the anti-
Invar droplets would have a low-spin local moment am-
plitude (or be nonmagnetic). The system would then ex-
hibit complex magnetic behavior with the long-range
magnetic order associated with Envar droplets disrupted
by nonmagnetic anti-In var droplets. Such a system
might be described as a dilute ferromagnet.

We have shown' that fcc iron is expected to exhibit
antiferromagnetic behavior. In addition, we have pro-
posed that antiferromagnetic behavior accounts for the
initial (low-temperature) negative, thermal expansion of
Invar. Therefore, anti-Invar droplets near the Invar
composition may, in fact, be antiferromagnetic. At low
temperatures, Invar should then exhibit coexisting anti-
ferromagnetic and ferromagnetic properties, as observed
experimentally by Zahres et al. ' and by Miyazaki
et al. ' Under these conditions, Fe-Ni alloys near the In-
var composition can be characterized as a matrix of anti-
ferromagnetic and ferromagnetic droplets with spin-glass
properties.

It is well known that martensitic transformations are
suppressed and that antiferromagnetism is promoted in
the anti-Invar region in quasibinary Fe-Ni alloys contain-
ing manganese, chromium, or vanadium. Fixed-spin-
moment band calculations on fcc iron and manganese'
show a clear tendency for antiferromagnetism at the In-
var equilibrium volume. Experimentally, it is ob-
served' ' that the alloy system, Fe65(Ni, „Mn„)35 ex-
hibits a magnetic phase diagram showing ferromagnetic
and antiferromagnetic behavior at low- and high-x
values, respectively. For x =0.25 and at low tempera-
tures a well-defined spin-glass region is observed. We
propose that in this region there is a coexistence of a
low-volume antiferromagnetic state and a high-volume
ferromagnetic state with minima at the same energy as
shown in Fig. 4(d). We now expect a low-temperature
condensation of ferromagnetic Invar droplets and antifer-
romagnetic anti-Invar droplets. The observed spin-glass
behavior is a direct consequence of this condensation.

VI. SUMMARY

To summarize, we use fixed-spin-moment spin-
polarized total-energy band calculations to study the
volume dependence of the magnetic behavior of transi-
tion metals and show that the total energy for certain sys-
tems must be represented by two separate branches corre-
sponding to a low-spin (low-volume) state, and a high-
spin (high-volume) state. We also show that, at the tran-
sition from nonmagnetic to magnetic behavior, the mag-
netic moment is unstable with respect to small volume
changes and conclude that these systems exhibit magnet-
ic instabilities. We find that these magnetic instabilities
lie within the thermal range for fcc transition-metal sys-
tems with approximately 8.6 valence electrons/atom.
That is, we note that there are two possible spin states at
different energies and volumes. At low temperatures,
only the low-energy state is excited. At some system-
dependent temperature, lattice vibrations excite the
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higher-lying state which has an effective rigid-lattice
volume which is either less than or greater than that of
the lower-lying state. As a consequence, there is either a
pause or an enhancement in the thermal expansion.

We present fixed-spin-moment band calculations for
Fe3Ni and show that the zero-field energy versus volume
for this ordered system has high-spin and low-spin
branches which are separated by about 1 mRy, implying
a characteristic Invar temperature of about 150 K. We
further show that a common-tangent construction to the
two branches implies that the high-spin and low-spin
states are in equilibrium at a pressure of 55 kbar, and that
magnetic collapse is expected at higher pressures.

We demonstrate that, at characteristic temperatures,
Invar-like behavior is expected for electron concentra-
tions greater than 8.6 and anti-Invar behavior is expected
for concentrations less than 8.6. For iron rich alloys in
the Fe-Ni system, we propose that the expected collapse

in volume upon cooling may induce martensitic transfor-
mations, and we therefore identify our characteristic
anti-Invar temperatures with the martensitic transforma-
tion temperatures. Near the critical electron concentra-
tion of 8.6 and at low temperatures, we expect complex
magnetic behavior including dilute ferromagnetism and
spin-glass behavior for Fe-Ni alloys. With the addition of
manganese, chromium, or vanadium, the martensitic
transformation is suppressed and the low-spin branch is
antiferromagnetic so that a well-defined transition-metal
spin-glass region should occur.
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