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We derive exact scaling relations for the energy and pair-correlation functions of a neutral two-
component system of charged nonrelativistic particles in its ground state. These are obtained under
general conditions through the use of the virial theorem, and the use of the Hellmann-Feynman
theorem with respect to masses and charges, and they are independent of symmetry. For a dense
system of charged fermions of disparate masses, where Born-Oppenheimer separation is valid, these
results are used to obtain the ground-state energy by scaling from known electron-gas results and
evaluating terms from cross interactions by response and effective-mass theory. The results, which
require very little numerical work, agree well with the quantum Monte Carlo simulations for metal-

lic hydrogen.

I. INTRODUCTION

A dense assembly of ions with unit charge, and a com-
pensating system of electrons might, in one sense, be con-
sidered as a relatively simple form of matter in the con-
densed state. However, if the ion involved lacks an inter-
nal electronic structure of its own, as in the example of
protons, and at the same time the ion is itself relatively
light, the resulting system at sufficiently high density, in
this case metallic hydrogen, can display significant quan-
tal behavior in both electrons and ions. Depending on
the nature of the ground and nearby states, i.e., whether
these are crystalline or liquid, the overall system can
yield a range of subtle orderings that actually render its
description as far from simple. Yet in spite of this com-
plexity, the fundamental Hamiltonian is simple and has a
high degree of symmetry. So far as the interactions are
concerned, they are entirely Coulombic, there is no spin
dependence, and on a scale relevant to condensed-matter
physics all particles are point particles. Given this, ques-
tions can be asked about the most general statements that
can be made about both the thermodynamic and correla-
tion or structure functions of the system as a function of
density irrespective of the details of the orderings noted
earlier, and resulting from only a global specification of
the states (e.g., that they possess homologous structures).
Because the Hamiltonian admits of only a single length
scale, essentially the inverse cube root of the density, it
provides some important scaling properties, as we shall
see, which can be used to give at least partial answers to
these questions. The primary purpose of this paper is to
exploit this scaling behavior to arrive at conclusions
about the energy of the system as a function of density.

This matter is taken up in Sec. II, where a scaling
property for the total energy is proved from general prin-
ciples (use of the virial and Hellmann-Feynman
theorems). This scaling rule is then combined with the
Vosko-Wilk-Nusair approximate expression for the ener-
gy of an electron gas to deduce an accurate approxima-
tion for the mass dependence of the energy of one-

4

component charged fermions in the paramagnetic phase,
but immersed in a uniform neutralizing background.
This expression is then used to establish the Madelung
energy for a proton system and to estimate the zero-point
energy. As an example of a very general statement valid
for a Coulomb system, a generalization of the expression
for the energy of particles of arbitrary mass and charge,
based on a second independent scaling relation, is given
in Appendix A. Additional general scaling properties are
derived in Appendix B for the partial static structure fac-
tors and pair-distribution functions of the two-
component system, and their consistency with the ther-
modynamic scaling relations is established. The results
obtained in Sec. II are used in the description of a two-
component system in Sec. III, where the problem is now
split into three parts, namely two separate one-
component problems and a coupling between them. The
two one-component parts are accurately described by the
results of Sec. II, while the third is treated by the
Hellmann-Feynman theorem with respect to an appropri-
ately introduced coupling constant in the two-component
Hamiltonian. By limiting ourselves within the usual
Born-Oppenheimer approximation and proceeding first
within the context of linear-response theory, we propose
a simple approximate model that is also shown to be con-
sistent with the scaling constraints. The solution of the
resulting problem requires a specific form for the proton-
proton partial structure factor S,,(q) as well as for the
static local field G (q) describing the response of the elec-
tron gas to the screened field of the protons. In Sec. IV
we give arguments for a particular choice of S,,(g); two
separate models for G(q) are also used, as will be seen.
The results, discussed in Sec. V, show excellent agree-
ment with the Monte-Carlo-simulation results' for metal-
lic hydrogen up to r, ~1.4. It is also shown there how we
can obtain the Monte Carlo results for the entire avail-
able range of r, from 1 to 2, by using an effective-mass
approach (which approximates nonlinear response) in the
determination of the electron-proton coupling term. The
scaling relations of Sec. II are once again used in an in-
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dependent way in this effective mass approach, proving
that they are of considerable importance for the problem.
A discussion of the model proton-proton structure factor
is included in Appendix D, in the context of a rigorous
variational argument that actually gives an upper bound
to the ground-state energy of the two-component system.
The simple model for metallic hydrogen proposed here
is not sufficiently accurate to distinguish between a solid
and a liquid proton phase, the energy difference being
exceedingly small (of the order of millirydbergs per parti-
cle). Rather it exploits the smallness of this energy
difference to provide a very simple way of deriving the
quantum Monte-Carlo-simulation results for metallic hy-
drogen starting from very general principles and from the
known Monte Carlo results for the electron-gas problem.

II. GENERAL RELATIONS

Let us consider a neutral system of N positive charges
(Ze) with mass m, and ZN negative charges (—e) with
mass m, (considered as point particles) in volume V. Ex-
amples might be hydrogen! ™® or muonium, or electrons

and holes.'”® We will work with protons from now on
|
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where T, and T, are electron and proton kinetic energies,
and U is the sum of all interactions. We now apply the
Hellmann-Feynman theorem (HFT) with respect to r,,
namely
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or, _<\l’

(where'! H|W)=E|W¥)), and then use the definition of
pressure to obtain for the ground state,
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where we have written (7)=(T,)+(T,). It follows
that
PV =2T)+(U), (5)
which is simply the virial theorem (VT).'? Another

consequence of (2) that we will later use is a pair of exact
relations connecting the kinetic or potential energy to the
total energy of a general Coulombic system [see Egs.
(48)].

On the other hand, if we apply the HFT to (1) with
respect to each mass independently we obtain
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(Z=1), although a generalization for arbitrary charges
Z, and Z, is also given in Appendix A. Omitting relativ-
istic corrections, the Hamiltonian of this system is

H— g:p.e gp,p+,zz e?
< 2m < 2m, = Ir.—r1,.| T~ Tl
¢2 o2
;E: Lip rj,pl ;? |l',~,e"l'jyp| -0

We immediately rescale all variables using

To # M

= i 3 - J—— = —__———
V=N3mry, rg 2 @ —, mpao,
_ —_ m.m,
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Equation (1) then reads
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The combination of (4) and (7) with (H)=(T)+{U)
now yields
OE
s ar

OE _
¢ 9m,

, a?fp =—E(r,m,m,) . ®
This is an exact partial differential equation for the full
quantum-mechanical internal energy (E =(H )) of parti-
cles with masses m, and m,. The general solution of (8),
a linear first-order partial differential equation, is easily
found to possess the scaling form

E _ flm,rgmyr,)
N r ’

s

9

which is also therefore an exact property of the energy of
the two-component Coulomb system valid for all states.
[In Appendix A we also give the dependence of the ener-
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gy on the charges of the particles; see Eq. (A8).]

Application of the same ideas to the standard one-
component Coulomb system of point particles in a rigid
uniform compensating background of opposite sign yields
the partial differential equation

oE oE
r, or. —mo =—E(r,m), (10
with the general solution being in the form
E _g(mry)
_—— . 1
N ; (1

s

[Again for the corresponding dependence of the energy
on the charge of the particles, see Eq. (A6).]

In addition to the very general expressions (9) [and
(A8)] for the ground-state energy of the two-component
system, we also derive in Appendix B the corresponding
exact scaling relations for the static partial structure fac-
tors and pair distribution functions for the ground state
of a general two-component Coulomb system [see Egs.

J
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(B14), (B15), and (B16)].

We now show that these general scaling properties can
be used to derive nontrivial results for the combined sys-
tem providing this is restricted to possess a homologous
structure and to undergo no condensation'® during the
change of the parameters. We begin by assuming that
the approximate solution for the electron gas immersed
in a uniform and nonresponding background'™'® is
known, and in fact can be described by the Padé-
approximants correlation-energy expression proposed by
Vosko, Wilk, and Nusair!” (VWN), which is actually very
accurate in describing the Monte Carlo results'® for the
paramagnetic phase of the electron liquid over a substan-
tial range of r, values. Given this form we can now find
the corresponding expression for a continuous phase of a
proton system immersed in a negative background by im-
posing condition (11). The result is a unique expression
for the total energy per particle (for particles of arbitrary
mass m) that satisfies (11) but at the same time tends to
the VWN expression for m —m,, namely

£, m=2n s +2bian x 12
N T x re+bx /2l +cx o 2r1/2 4 bx 12
bx, (r}2—xox'72)? 2b+2x0) Ox 1/
- tan” ' |
x3+bx,+c ro+bx!2rl 24 cx Q 2r} 2+ bx 172
3 (o 2/3 3 (o 173 :
T X T
_+_ —_ ] — —_ | =V —_
514 r2 2m | 4 v Ry (12)
where x =m,/m and the constants have the val-
ues A =0.0621814, b=3.72744, ¢=12.9352, Q -0.8 T l T T
=(4c —b?)'"? and xy=—0.10498.
Expression (12) gives the dependence of the energy on
the mass m of the positive point unit charge. [See also -1.0 h
Eq. (A7) for the dependence on the magnitude of the
charge.] The energy for the proton system in a negative o
background is obtained from the choice x=1/1836.15. -1.2}F I o'm"v:s"c T T T .
We plot this energy in Figs. 1 and 2 (curve 2). It has a g 80 i
minimum at very high densities (around r =~0.002), = = o ;
which is not meaningful since at such densities the system W 14l 3 ! 1
is already relativistic. The energy is monotonically in- Zz 80 i
creasing with r; beyond this point (the physically interest- “_ie0 :
ing range is r, ~1). In the case of infinitely massive parti- 16k -240 i i
cles, expression (12) has a limit which, within the Padé- N D L
approximants derivation of (12) is exact, namely © o0 qoz 003 004 003
. E _ —1.744991 -1.8 L L 1 L
Jim -~ =—"""—""—Ry, (13) 10 1.2 1.4 16 18 20

s

which can be interpreted as the result for a peculiar limit-
ing case, namely as the quantum-mechanical Madelung
energy for particles of infinite mass in an assumed-
continuous phase, where account is taken to a very good
approximation for both “exchange” (which is present be-
cause of the assumed continuity of the phase) and also
correlation effects as they are manifested in the structure.
For large but finite masses (12) also accounts for zero-

FIG. 1. Comparison of the proton-gas energy (per particle)
with the curve E =—1.70/r, Ry, which describes the proton
Madelung energy quite closely in the region 1 <r, <1.5. In the
inset we show the energy per proton gas in a negative uniform
background at very high densities. The minimum has no
significance since at the corresponding densities the system be-
comes relativistic.
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FIG. 2. Energy per particle for an electron gas in a positive
background (curve 1), for a proton gas in a negative background
(curve 2), curve 3=curve 1+curve 2, curve 4=energy per atom
for hydrogen [actual Monte Carlo results (Ref. 1)], and filled cir-
cles denote final results of the present work. We also give (tri-
angles) upper bounds for the total energy corresponding to par-
ticles of infinite mass (see variational argument in Appendix D).

point-motion effects: Thus by using the actual protonic
mass one finds (Fig. 1) that E/N is, to quite high pre-
cision,

—~———Ry (14)
rS

in the region 1=r; <1.5, an approximation that will be

used in Sec. IV for a starting estimate of the correlations

present in the system.

These are important results that we will use later, but
we note first, that (13) and (14) are already both close to
the ion-sphere result —9/5r, Ry for the standard
Madelung energy of massive point particles in a uniform
background. Second, we can easily show that (12) has an
expansion around m = « of the form
J

(HY=(T)+(T,)+1 3 2
q#0 Ve

where the one-particle densities are

N .

qr
3 M
i=1

If

Pa(q)
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where 4 =—1.744991 [see (13)] and B =2.060 89m "2,
Again this is close to a known limit, namely the expan-
sion of the energy for a proton Wigner crystal'® which
can be found by applying the exact form (11) to
perturbation-theory results?® for the electron crystal, the
result being

—1.79186  2.65m}”?

r, r32m1/2

1

2
mrg

Ry .

As a consequence of this result and the fact that m,/m,
is large we can show, using the exact Coulombic virial
theorem (5) [or equivalently by using Egs. (48), which are
also exact], that

(ry _1__B
N '5m1/2r3/2+”' Ry
N
and
{v)_4 1B . ¢
N 7. 2 min y-

Therefore for this continuous phase we have the result

T(m=m,)~U(m=m )—E(m— )

P
~3[E(m=m,)—E(m —> )], (15)
which, remarkably, is just the virial theorem for

harmonic-oscillator states. Accordingly we can immedi-
ately justify the later use of a basic oscillator picture in
the description of the structure of the dense phase of pro-
tons. These will be key observations in establishing a pic-
ture for the proton structure in Sec. IV.

III. THE TWO-COMPONENT SYSTEM

If we transform the Hamiltonian (1) into g space and
superimpose two uniform backgrounds of opposite sign
and equal density and then take into account the separate
interactions, we can easily show that the expectation
value of the Hamiltonian is

2
’quz [{p.(@)p.(—a)) =N +(p5,(q)p,(—q)) —N —2{p,(@)p,(—a) ], (16)

and the averages are taken with respect to the actual ground state of the total system. Note that the g=0 terms are ab-
sent by virtue of charge neutrality and the existence of the thermodynamic limit.

We may proceed to the evaluation of (16) by first using the known solutions for each one-component problem [Eq.
(12)] and then evaluating the contribution of the coupling between them. Accordingly, we introduce a coupling con-

stant A into the last term of (1), namely

H=(T,+U,)+(T,+U,)+AU,, ,
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where the terms in parentheses (with ¢=0 components removed) constitute the separate one-component problems.
This Hamiltonian written in g space has the expectation value

41re

(H)=(T,+(T,);,+1+ 3

q%O

Q)P (—

where the average - - - ),, is taken with respect to the
ground state at coupling strength A. For A=0 the
preceding Hamiltonian is a sum of the two uncoupled
one-component parts and the ground state is merely a
product of an electronic and a protonic ground state.
Correspondingly the energy is given by a sum of two
one-component terms, namely

(H>0 E
N N

which from (12) is now a known function of r,. This
function is plotted (curve 3) in Fig. 2, and it can be seen
that it is already a reasonably close approximation to the
quantum Monte Carlo results (Fig. 2, curve 4) of Ref. 1.

Now we couple the two systems by increasing A from 0
to 1, during which the state evolves into the actual
ground state of the system (provided that there is no sym-
metry breaking in either set of degrees of freedom) whose
energy will be correctly given by (16). However, by ap-
plying the HFT to (17) with respect to A we find

a{H), /oH
T“<H>F(U"P>" (19)

so that ( H) can be given alternatively by
1
(H)=(H)o+ [ dA(U,, ),

7EV—(rS,m =m,), (18)

—(rg,m =m,)+

or
(H) 2 (p,(q)p,(—q))
(H) _ °—fdx2 Pe(a)p,(—q)),
N q#0 q N
——Sﬁzg—-i-A (20)
=—y ,

again providing the symmetry remains continuous and
there is no level crossing. To calculate the total energy
per atom, therefore, we need to determine A, which in-
corporates changes in both potential and kinetic energy
[e.g., see Egs. (48)].

As can be seen from Fig. 2, the difference A between
the actual total energy and the sum of the two one-
component contributions [as calculated with (18) and
(12)] will turn out to be small (~—0.2 Ry) when com-
pared to the one-component contributions (=1 Ry). The
quantity A, extracted from Ref. 1 and (18), is also plotted
in Figs. 3 and 4, where it is compared with the theoretical
values obtained as follows: We first acknowledge the
enormous difference in the time scales between electrons
and protons, which, as noted before, permits us to work
within the Born-Oppenheimer or adiabatic approxima-
tion. Next, as a first approximation we appeal to linear-
response arguments similar to those of Ashcroft and
Stroud?! to calculate the electronic density p,(q); in-

Q) —N+(p,(@)p,(—q));

—N]—

p.(@)p,(—a)),

q+0
(17)

duced by a single proton at coupling strength A later in-
corporating terms beyond linear response through an
effective mass approximation. Because of the Born-
Oppenheimer separation the average ¢ P.(q)p,( —q));
with respect to the states of the total system can be car-
ried out first with respect to the electronic ground state
(for a given proton configuration) and then with respect
to the protonic degrees of freedom. The result is that

(Pe(@)p,(—a)), =P (q, 1)), (), (— );Lp , (21
again under the assumption that no symmetry is broken
as A is changed. By virtue of the linear-response approxi-
mation the number density of the electrons induced by
the presence of the particular protonic configuration is
given by

2
p,(q) , (22)
(q)Pp q

<pe q’ }\'!XSCT q)l

where .., is the static electronic response function to the
screened field, and e(q) is the static dielectric function of
the electron gas. This expression can be obtained by
Fourier transformation of

"‘O|2 T T T
a
A
A
-0.14} a a a ¥
a
A s a
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§8%°,
— -0.16 a 8 o -
> . [0}
z s 8 o
Q s "
-0.18 - ] .
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A
-0.20 ™ .
-0.22 1 1 1
04 0.8 1.2 1.6 2.0

Ts

FIG. 3. Results of our calculations for A with the PY struc-
ture factor (solid squares for the Ichimaru-Utsumi model; trian-
gles for the Geldart-Vosko-Hubbard model of the dielectric
function), compared to the actual Monte Carlo values (circles).
Note the scale used for A.
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FIG. 4. Final results for A [with use of the Ichimaru-Utsumi
model for G(q), and the structure factor (41)], for the effective
mass (m, =m*) shown in curve 3 of Fig. 9.

S polr—r)

i={p}

[d°rp (ri+r) 3 8(r'+rb)
i={p}

= [ p (r,+1)5,(—1)

[ﬁe(rl )]e(p)=

II

with the result
<ﬁe(q’}"))e(p)= (ﬁe(q)>,\ﬁp(q) ’
and also by writing

2
(Pul@)3= Xl A —TE
q°e(q)

for the induced electronic number density by a single pro-
ton. Combination of (20), (21), and (22) then yields

2
— 1 1 47762 IXscr(q)i
a=—Jpy 35 | e
y <Pp(q)P1;\(/'—q))Ap ’ 23

or in terms of the proton-proton partial structure factor
(g#0) at coupling strength A

1 ~ ~
Spp(q)kzﬁ<pp(q)pp( —q));
we have

2 Xeerl @)l
e(q)

47re?

qZ

1
v

>

q#0

1
A=—f0 Ad A Spl@y . (24)

In the preceding expressions
b @p,(—a))
N Pp'aiPp Q)7

refers to a correlation function corresponding to an
effective interproton interaction appropriate to an
electron-proton coupling at strength A. Now we make
the basic assumption that S,,(q), is in fact quite insensi-

tive to A. This is reasonable, in general terms, from the
well-known insensitivity of S(q) to the potential that
determines the structure. It is also supported from the
previously known fact* that S,p» if written in a rescaled
form (see Appendix B), changes very little with r; (for a
fixed A=1); a consequence then of the scaling behavior of
S,p is that generically S,, will also change very little with
A for a fixed r,. For consistency with this approximation,
we later use a form for S,, that actually has this proper-
ty.

Under this assumption and in this case of linear
response the integration over A can be carried out giving

? Xerl@)]

47e? (@)
elq) P v

q2

-1
2V

A= (25)

q#0

which is our result for A in this approximation. Now,
e(q) is related to x,.(q) by

47e?

o Xserlq) » (26)

e(g)=1—

where the dielectric function is normally given within a
(static) local-field-correction approach by

4re?

2 XO(q)

elg)=1— 4‘12 , 27
e

1+7)(0(q)G(q)

where
(@=—=" |4 28)
Xolq 2.7 | 295
with
f)=t+(1—ym | L 29)
4y y—1

being the Lindhard function. Here er=%#%q%/2m, with
gr=(37n)""* and n =N /V, and G(q) is the static local
field. Because of (25)-(29), the local field G(q) and the
structure factor S,,(q) together completely determine A
in this approximation according to

2
€ r= —
A= T fo 4 Sy (q) e(q)
4re?
2 —3 X9
=° [“dgS. (q) g (30)
T 0 KRG 4me ’

2
1+ ——X0(q)[G (g)—1]
q

where we have used the fact that for a homogeneous sys-
tem S,,(q)=S,,(q).

We will see later that at lower densities (around and
beyond the atomic-molecular transition) we will need to
go beyond linear response to account for A. Towards this
end we will take nonlinearities into account through an
effective mass approach for A, while still using the
linear-response form (30).
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1IV. MODEL

In what follows, x,(gq) and G(q) will be taken from
standard treatments of the electron gas problem. Atten-
tion therefore focuses on S,,(g), i.e., the static structure
factor of a proton system m whlch the proton-proton in-
teractions fully incorporate electron screening. We start
with the following observations: (i) The protons, being
comparatively massive, acquire a particular “low-
density” structure [in the sense that this would be similar
to an electron structure at much lower densities, as is ap-
parent from the scaling properties; see, e.g., (B14)]. This
leads to the expected conclusion that symmetry (ex-
change) effects are not important for the protons, and for
this reason a boson picture would also be an acceptable
description for them. (ii) The electron screening (which
of course has played a crucial role in the acquisition of
the proton structure) has the effect of dressing the
protonic-plasma oscillations resulting in an acoustic mod-
el.22 We will argue that the structure factor S,, can be
replaced by a suitably defined classical function. There
are two obvious concerns here, namely the failure of clas-
sical functions to reproduce the long-wavelength behav-
ior correctly, and the omission of any recognition of
zero-point effects. Both are taken up in what follows, and
neither turn out to have any bearing on our results.

As a consequence of (ii) the long-range ground-state be-
havior of S,, has to reflect this phonon mode by vanish-
ing linearly with ¢. In addition, as a consequence of (i),
we can use the result®’ (which is rigorously true for bo-
sons) that the slope of S,,(g) at small g has to be %/2m,c,
where c is the speed of sound. An approximate way to
account for this long-range behavior of S,, is to follow
the procedure of Chester and Reatto** and write the pro-
tonic wave function as a product of a short-ranged and a
long-ranged (phonon) part

V=Yg, X Von
This has the result that

Ssr(q)
S,p(q)= = , 31)
2myce —q/q,
1+ WSSR(q)e
where the short-range part Sgg(g) (which we will see is
by far the most important) will be determined later. In
(31) the sound speed ¢ can be determined with sufficient
accuracy for the present application by the Bohm-

Staver? relation ¢2=(1/3)(m,/m, v}, that
2m, c_
- \/m /m,— ar ,
fig q

and ¢, is a cutoff below which the collective effect occurs
(i.e., for ¢ <g,). It is already known® that the linear re-
gion of S,,(q) around g=0, set by ¢, is very small and
hardly affects the thermodynamic functions of the sys-
tem. This conclusion is also in agreement with the
Monte Carlo results?® that are consistent with a quadratic
behavior down to ga ~0.6 (this behavior is reminiscent of
a classical hard-core system, as is discussed later). There-
fore g, is very small [an estimate is given in Appendix E,
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Eq. (E1)], and the dominant part in the proton-proton
structure factor for present purposes is Sgg (g).

To find Sgg we recall observation (i) above and com-
bine it with the fact that a boson problem can be mapped
onto an equivalent classical problem.?® This is the reason
why a classical choice for Sgg(g) works very well as we
will see later. However, here we want to be a little more
careful and explicitly examine effects arising from the
quantum nature of the particles, as manifested in the lo-
cal structure. The main physical consequence (essentially
a manifestation of the uncertainty principle) is the zero-
point motion of the protons around “classical” sites,
which are periodic for a solid phase and disordered in a
fluid phase, but in both cases slowly diffusing (the
diffusion being exactly zero in the ideal solid). In accor-
dance with this picture we decouple the protonic motion
into a slow diffusive part (“dif”’) later to be described by
an essentially classical function, and a local oscillatory
part (“LO”) describing the zero-point motion around the
diffusive centers. As noted before this oscillatory part
has already been anticipated [see Eq. (15)] from the scal-
ing results and from the similarity in form between the
energy of a proton Wigner crystal and (12). This decou-
pling leads to the further ansatz

Ysr =YX ¥ 0 ,

and its effect on the structure factor Sgg can now be dis-
cussed in a way that is entirely analogous to any small-
oscillations theory, for example the phonon theory for a
dynamical solid at T=0. We now give a detailed discus-
sion of this model that can be viewed as an approximate
method for arriving at a first quantum correction to the
classical structure factor.

We assume that the major manifestation of the quan-
tum structure of the protons is through the oscillatory
motion of single protons inside “cages” formed by coor-
dination neighbors; the cages are generally diffusive and
described as argued before by a classical structure. Ac-
cording to this view point we assign to each proton a
coordinate r; =R, +u;, where R; is a classical (commut-
ing) part, and u,; the oscillator (noncommuting) part. So,
for g0,

1 iq(R,—R ,) iqu; —iqu,
q)=ﬁ<zzelq ; Jelquje zqu}>’
j
where the average denotes

With the average over local oscillations (“LO”) being car-
ried out before the remaining average over an equivalent
classical system (‘“c]”). Then separating j =j' and j¥j’
terms we have

S(qQ)=1+— (E S

JoJ*
and by doing only the average with respect to the local
quantum oscillators we obtain the result®’

S(q) —1+N<z S e

JjJ#i

>Lo)cl ’

lq-(Rj—Rj.)eiq-uj'e—iq~ul,> (32)
’

. — 2.2
rq(RJ RJ,)e q Pj*j’>
cl

where
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{(ny+3)[1—cosk:(R;—R;)]

—i Slnk‘(Rj_RJ')}

S@=1+ye (3 3 exp |igR,—Ry)+ 5

JJ#i

where
2W =¢g*—— ——.
2Nmp % [om

Now if we expand around g
a Debye-Waller factor, namely

S(q)=1+71[—e"2w<2 S e

J 0

. _ 2
iq"(R;~R ) 149

2Nm, ¥ oy

But according to our physical interpretation

+%<2 Se

i Ji#i

iQ'(RJ-R],)> =$,(q)
cl

so that S (g) can be easily shown to be

S(q)=1+e 2%

or finally

1

S(q)=e 2%

2
-9

Equation (36) shows how we can derive in a very straight-
forward way the quantum-mechanical structure factor at
T=0 for this model. The choice S;(q)=N Ik 8, cor-
responds to the case of completely nondiffusive periodic
sites (a solid with reciprocal lattice vectors K) and in this
case we have to sum (36) to all orders since coherence
effects are important. In our case of diffusive cages we
will take for the moment the approximation

S,(q=8"(q), (37)

where SFY(q) is the Percus-Yevick (PY) solution®® to the
underlying equivalent classical problem. The assumption
here is that the particular zeroth-order approximation to
the earlier model (namely no zero-point corrections),
which at the same time is reasonably capable, as we will
see, of giving the correct one-component protonic term
(12), is the Percus-Yevick approximation.”> Two other
reasons for choosing the PY model are, as we will see,
that the first peaks occur close to those for a bcc solid
phase, and also that STY in its rescaled form [i.e., STY(q)]
does not depend on r, at all [see Eq. (38) later]. It can
serve therefore as a satisfactory candidate for a structure
factor that displays insensitivity to A, according to (B18).
Moreover, because of the action of electronic screening

2Nmp % CL)k

(S4(q )—1)+—q—z —[sc, q+k) —1]+—
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and where n, is the phonon occupancy for wave number
k and polarization parallel to q. Now at 7=0 we have
n, =0 for all k (i.e., only zero-point motion) and so we
have

(R, —R;)

)
cl

(33)

=0 we obtain the standard sum over multiple-phonon contributions, multiplied overall by

2 2
iR, =R ;) 1 q* _ﬁ_eik-(Rl—Rj.) . >
2! | 2Nm, % o, o’
(34)
(35)

2
—L] 2> ——Salgqtk+k)+ - J . (36)
P k k' g

(which changes the soft Coulomb interaction into a po-
tential that is more steeply repulsive at short range), S,
will be modeled as the structure factor for impenetrable
spheres of diameter o. Accordingly, by these arguments
o is directly related to the choice of variational function
in Wgg (but in addition involves some manifestation of the
oscillator state as we will discuss later).

From the definition of the direct correlation function ¢
of the equivalent fluid, we have

PY( \— 1
§7q) l1—nc(go) ’ 38

whggre for the hard-sphere case (y =go), the solution for
cis

c(y)=—dnod | L _2B | () | @t 2Brey 24y
ye oy y
+(cosy) -1——23;1
y
L2B+12y 24y
y* ye ||’
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with
_(1+29?* ,_ —6nl+7/2?% __q
- 4 - 4 y V= a
(1—7) (1—17) 2
Here the packing fraction 7 is defined by
_ nmo’
6

This form for S,, has been shown® to describe the static
structure of liquid metals reasonably well for
n~0.4-0.5, especially the first peak (Fig. 5). In our case
the first peak dominates the contribution to Eq. (30) be-
cause S,,(g)—1 as g— o, and p,(q) [or 1/e(q)—1]
drops as q increases. In fact, in the ¢ — o limit it must
have a 1/q* behavior according to the cusp condition,’!
which in g space reads

_q_ =
V+ (2 3pe(q)

To obtain consistency with our use of (12) for the pro-
ton gas (and with our assumption of a A-independent
structure) we impose expression (12) on the energy of the
protons calculated using the model S,,. In this way we
determine the appropriate packing fraction n to be used
for the structure of the proton fluid in this model. For
example, we may roughly estimate n by combining the
exact solution®? (within the Percus-Yevick theory)

167 hm [g%p. ()] .

Ey=1 Ve [SPY(q)—l]
g+0
2
-1,
i 310 | Ry /proton (39)
7, 1+27 y/p
24 I U U T
1.8 - -
Spp
4 6 8 10
(units of 1/a)
1.2 .
0.6
o.o L 1 1 |
0.0 2.0 4.0 6.0 8.0 10.0
q (units of 1/a)
FIG. 5. Percus-Yevick structure factor for r,=1.3 (or

gr=1.48a ') and 7=0.4088. The corrected structure factor
(41) used in the final results compared to the corresponding PY
structure factor at », =1 is also shown in the inset.
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with Eq. (14). We conclude then that an appropriate
packing fraction for the PY protons is**

n=0.41 . (40)

This value is reasonable, given that classical fluids corre-
spond to n~0.46, whereas a fit to highly quantum-fluid
helium® gives 7~0.25. A corresponding S,Y(q) for
r,=1.3 is shown in Fig. 5. As a further experimental
justification of the use of this classical S,, we cite the case
of *He, where the closed form (38) as shown in Fig. 6, can
be brought quite close to the experimental values.** In
addition, the rather significant departure of the classical
S(g) at low g from the experimental curve for *He (Fig. 6)
does not occur for hydrogen because of the higher 7 that
results in lim,_,,S,,(g)~0.03, i.e., much closer to zero
(see the discussion in Appendix E). For a further discus-
sion on the relation of A, as calculated with the classical
structure factor, and proton-proton correlation, as well as
on a variational argument based on the Gibbs-
Bogolyubov inequality that provides a rigorous upper
bound for the exact A and the total energy, see Appendix
D.

Proceeding to the next order correction to (36) (which
now includes the zero-point oscillations) we retain only

the zero-phonon term in the expansion (34). This gives,
in view of (35),
S(q)=1+ L. '2W< 22 eiq'(Rj—Rf')>
N J i o
=e s (@ +1—e 2, (41)

which is the form of the structure factor that we will use
for the final results. This approximation is equivalent to
ignoring correlation [i.e., to setting S, (q+k)=1 for

20 1 T T T T

Oo 1 1 1 1 1
0.0 (0X:] 1.6 2.4 3.2 40 48
o
q (A7)
FIG. 6. Comparison of the experimental (Ref. 34) S(q) (cir-

cles) for *He with the Percus-Yevick STY(q) corresponding to
0=0.3041 A, 7=0.20.
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every k] in all higher-order terms of (36). Physically, it is
also equivalent to the assumption that the oscillations on
different diffusive sites are uncorrelated, which except for
very small g (the case handled by the phonon term in
V=Wgg XW¥,,), is an excellent assumption for a disor-
dered phase, since there is no phase coherence. (It is less
appropriate for the solid phase but we shall nevertheless
assume that the higher-order contributions are adequate-
ly included in the highly correlated structure of S, most
particularly in the first peak which, as noted before, is
close to the corresponding one for a bcc lattice.) In fact,
we could have obtained (41) directly from (32) simply by
carrying out the quantum oscillator (QO) averages sepa-
rately for each oscillator and using*’

iq-u —(1/2)((q-u,)?)
(e J>QO=e J

and the assumption that each such factor is the same for
all cages j, each having a common average value equal to
e ~(1764*(u® " The results of such a procedure give exact-
ly (41) with 2W =1¢%(u?). The main consequence of
(41) is that because of the presence of the Debye-Waller
factor, the oscillations in S(q) damp out more quickly
than is the case for the corresponding classical fluid.
This means that the classical structure factor will show
higher correlations than those actually found in a
quantum-mechanical system. This is consistent with the
experimental data in Fig. 6 (and also with the discussion
in Appendix D).

Next, to be consistent with the preceding assumption
of uncorrelated oscillations we adopt an Einstein model,
namely w, =w, for every k. In this case we have from
(33) that

g>  2Nm,w, §

- 2m,w,
m, a?
(m,+m,) #w,/(e?/2a)
42)

The frequency w, in a simple ion-sphere model for the
solid!? is easily calculated from the harmonic potential

v=—[3— || [ LRy
r.a r,
with the result
172 —
| m. V2
iy = m, F Ry (43)

or from a more accurate perturbative analysis®® rescaled
to a proton Wigner crystal, with the result
172

Ry . (44)

However, to be consistent with the use of our liquid S,,,
we will determine w, from the VWN expression (12) for
m =m,, as follows.

According to our discussion leading to (15), w, is relat-
ed to the zero-point energy of an oscillator and so it can
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o.|2\

hw, (Ry)

0.04

VWN liquid

FIG. 7. Natural frequency w, of the Einstein oscillators, in
the cage-model correction for the structure factor plotted vs ;.

be determined by

fiw, ~ Eim=m,) E(m—w)

2 N N
and also use of (12) and (13). The resulting density-
dependent w, again goes as ~1/( rs3/2m1,l 72) and is shown
in Fig. 7, where it is compared with (44). The resulting
rms displacements ({u?))!/? are shown in Fig. 8. As a
result, the final form of S(q) from (41) and (42) is shown
in the inset of Fig. 5, where it is compared with S¥Y(q)
[Eq. (38)].

This “cage-model” correction to S,,(g) gives a better
justification of the procedure for determining the ap-
propriate 7 described for the PY case (where the energy
is only potential energy). As noted, we can absorb the
zero-point kinetic energy of the proton system into the
oscillatory part and ultimately into the appropriate
effective o (in a variational context we would have o as a
variational parameter in, e.g., a Jastrow ansatz, or
equivalently in a classical structure factor [see Appendix
D)]; it also follows that if we wish to approximate the
highly anharmonic solid with our continuous approxima-
tion, we must set the small kinetic energy due to diffusion
to zero and hence equate the resulting effective E,, (that
includes the zero-point kinetic energy) to the total energy
of the protonic component. In this case these corrections
increase the appropriate values of 1 [consistent with (12)]
to ~0.43 at r,=1 up to ~0.45 at r,=2. This enhance-

FIG. 8. Resulting rms displacement around the cages, vs r,
[in units of the actual Bohr radius ay=a/(1+m,/m,)].
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ment of ¢ is attributed in part to the zero-point motion of
the particles. For those values of 7, the first peak of the
structure factor (41) occurs at ga ~4.46/r; (see Fig. 5),
which remains close to the first peak for the spheri-
calized structure factor for a bcc phase occurring at
qa ~4.38/r;.

It is important to emphasize that the largest part of the
physics sensitive to the proton structure factor is expect-
ed to be described by the one-component protonic term
(12). Indeed the results we discuss in the next section do
not seem to be very sensitive to the accuracy with which
we determine the various corrections to S,,(q) as this is
used in (30). The last result is not obvious and it was
therefore important that the corrections themselves were
discussed in some detail.

We turn now to electronic considerations. For the
local-field correction G (g) we have used for the sake of
comparison two quite different approximations: (i) the
Geldart-Vosko modification of the Hubbard form for
G (¢),% and (ii) the more accurate parametrized expres-
sion for G(q) of Ichimaru and Utsumi®’ (for details see
Appendix C). The results for A for the simplest PY mod-
el are very good at high densities (r, ~1, see Fig. 3) and
are discussed in the next section together with the results
of our use of the corrected structure factor (41). They
show that both models for the local field are reasonably
good, although the Ichimaru-Utsumi model is a little
more satisfactory and we will continue with this model
from this point on.

Finally the results of the next section will also show
that an attempt to go beyond linear response through an
approximate effective-mass argument is even more satis-
factory in accounting for the behavior of A at lower den-
sities (around and beyond the atomic-molecular transi-
tion). The mass dependence of A, necessary for such an
approach, is determined through the use of the general
scaling property (9) as follows.

The dependence of A on the two masses m,m, can be
determined by imposing the scaling properties (9) and
(11) on (20). The general result is that

_ f(mlrs;ers)

A 45)
rS
Now in our model
_ 1,1 47re?
A=—[di— 3 TT—(p(q)),S,(q), (46)
0 v q#0 q

where in linear response
2

}\:q;—g—f(qﬂqp)

(P(Q)),=

2
1+%f(q/2qp)[l—G(q)]

and where g3 =4me?3n /2¢ is the Thomas-Fermi wave
vector. Accordingly the dependence of A on m, is only
through S,,(q), but the dependence on m, is both
through g and G(q) [and generally through S,,(q) as
well].

If we now rescale according to q=q/r,q, our structure
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factor (41) is a function of m,r; according to (B18) [or in
general it is also a function of mr; according to (B14)].
This also follows directly from (42), where we have

372
2W~ rg — , —2W —const/(mprs)l/2
2 12 ¢
q m,

and from the fact that, as noted before, S¥¥(q) does not
depend on r; after the preceding rescaling of q is carried
out, and it does not depend on m, either. As for the
dependence on m,, we note that according to (45) we can
determine the value of A for an arbitrary value of m, by
the consecutive  substitutions q—q/r,a, then
ri—rom,/m,, and finally §—qr;a into r;A as this is
determined by (46) [or (30)]. It remains therefore to
determine the appropriate effective mass m* for the elec-
trons in the low-density regime and to use m;=m* in A.
This can be done in the context of a tight-binding (TB)
approach as we will now discuss.

Essentially it is necessary to describe in single-particle
terms the electron-proton interaction in metallic monoa-
tomic hydrogen. As a first step, we expect that the most
reasonable one-electron Hamiltonian in the metallic re-
gime will involve a potential U(r)= Y u (r—R), where
u is a screened potential. The corresponding simplest
“single-atom” picture is the solution of an one-electron
problem in a Thomas-Fermi potential. The orbitals for
the TB analysis should therefore be those of the Yukawa
potential, and correspondingly the whole approach
should be physically valid at low enough densities so that
there can exist bound states of the Yukawa potential. By
“low enough” we mean for r; = r,, where ry, is the Mott
point where the lowest bound state has zero energy, i.e.,
merges into the continuum. For a particle in a Yukawa
potential u(r)=(—e2/rle "°, the first zero-energy
bound state is numerically known to appear®® for a
screening wave vector

1

90(7:0)= 5 339 91a,

which is equivalent to an r,,=1.72. Accordingly we ex-
pect a TB analysis of the equivalent one-electron problem
to be approximately valid for r,>1.72. An example of
such an analysis for a simple cubic structure (sc) of side R
gives an energy™’

E,,(k)—const=—2I(R)(cosk,R +cosk,R
+cosk,R) ,
or as k —0,
E,(k)—const~R*k*I(R) ,

where I (R) is the energy-overlap integral
I(R)=— [ @}, AU®Dd’r .

Equating this to #2k%/2m* we obtain

m* _  # 1

m, 2m,R* I(R)

>
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or with R =r.a (47 /3)"3 for a sc structure, we get
2/3 | e?/2a,
r2 I(ry)

m*

m

3
4

e

The required overlap integral I(R) for an unscreened
Coulomb potential and with 1s states can be found exact-
ly by using prolate-spheroidal coordinates,*® and sum-
ming for this case three kinds of integrals. The result is
given by*

2

1+ R 4| R 2¢e "R/* Ry
a

1
6

I(R)= ‘;

for R > 5a, (i.e., above the Mott transition point). How-
ever, we reemphasize that in our application the densities
of interest are much higher, and furthermore we wish to
carry out an analysis that would approximate a screened
Coulomb potential. Towards this end we take advantage
of the general form of the structure of I, namely

~ 3,6
1 fd’as/z

—r/a _QTFFe_rI/a

’
a3/2

2
—e
F
where r, r’, or T denotes the integration variable as re-
ferred to different centers. Using this structure we ap-
proximate it by a two-center integral, namely
e
I~ f d3r

—r(l/a+qqg/2) o —r'(l1/a+qqp/2)

e

£
a3 r 32

a

This is equivalent to an energy-overlap integral for an un-
screened potential, but now with the replacement
a

a———"—""
14+g,/2r1"?

and also multiplied by an additional factor
1/(14g,/2r!’?)*, where we have written g =g, /7. %a.
It follows that we can again use the same expression for
I(R) for this case, but with the aforementioned adjust-
ments. The final result for m*/m, gives the effective
mass shown in Fig. 9 (curve 1). In a band-structure sense,
this effective mass approach is the simplest way of includ-
ing terms going beyond linear response.

In contrast to the preceding TB argument, which is ap-
propriate at sufficiently low densities, we can use a
spherical-cell method*' in combination with Bardeen’s*
approximation for the determination of the effective mass
at high densities. The result of such an approach, valid
for high densities (r; <rgy), gives m*~m, (with more
precision we obtain m*/m,=1.01 at r,=1, up to
m*/m,=1.06 at r, =2, see Fig. 9, curve 2).

In accordance with the preceding we propose a smooth
interpolation between the high-density regime to the TB
regime, the crossover occurring around r, ~1.7. This in-
terpolation shown in Fig. 9 (curve 3) determines the
effective mass that is used in A, and gives the results for A
shown in Fig. 4. Again the effect of these corrections on
A is rather small at high densities: linear response is now
seen to be particularly well justified in 1 =<r; <1.4. This
might have been anticipated for crystalline phases from
the value of U (k) at kK ~2g, which, for a Thomas-Fermi
potential
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FIG. 9. Effective electronic mass m *, as given by a TB ap-
proach (curve 1) and by a spherical cell method appropriate for
high densities (curve 2). An interpolation between the high-
density regime and TB regime is also shown (curve 3) that was
actually used for the final results.

2

Utk)=n—Te
q°tq;
turns out to be
3 1

~ 8. 140166, Y

as a result the ratio U(k)/ep is ~0.1r,.

V. RESULTS AND DISCUSSION

We have determined A by numerically integrating Eq.
(30) for the models discussed in the preceding section.
The results for the Percus-Yevick structure factor are
shown in Fig. 3 (and the corresponding total energy is
shown in Fig. 10). Note that as anticipated the
Ichimaru-Utsumi form for the local-field correction is
more satisfactory (and is also more consistent with our
use of the Monte Carlo results for the electron gas). Not
only do we obtain the expected order of magnitude for A,
we actually obtain very close agreement with the Monte
Carlo results' in the metallic range 1 <r, < 1.4 despite the
approximations used. This shows essentially that the
largest contribution to the total energy that comes from
the two one-component parts of the Hamiltonian for this
range of r; has been successfully accounted for by the sys-
tematic use of the virial and the Hellman-Feynman
theorems.

The results for A, with the corrected structure factor
(41) (for quantum effects) of the preceding section, are al-
most identical to the ones shown in Fig. 3, the resulting
total energy being shown in Fig. 11, curve 1. The small
disagreement for r, > 1.4 (which is less than 0.04 Ry at
the highest r; available Monte Carlo calculation at r, =2)
is attributable to increasing inadequacy of the linear-
response argument. As we see, however, it is only at the
lowest metallic densities (close to and beyond the
atomic-molecular transition at r,~1.4 according to the
Monte Carlo results') that the nonlinearities (omitted
from the two one-component terms) arising from the
cross-interaction term between protons and electrons be-
come important. We showed in the preceding section an
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-0.72

-0.80

E/N (Ry)

-0.88

-0.96

-1.04
1.0

FIG. 10. Total energy per atom based on a fit to the
Geldart-Vosko-Hubbard model (curve 1) and to the Ichimaru-
Utsumi model (curve 2) compared to the expression (47) (curve
3) (see text).

effective-mass approach to account for those residual
effects in A. The results of this approach are also shown
in Fig. 4, showing very good agreement with the entire
range of the Monte Carlo results. Although we have
used a continuous structure, we have merely set the
diffusive kinetic energy to zero, in order to approximately
represent the solid in an average way. More accurately,
we have exploited the fact that a liquid metallic phase of
hydrogen is very close energetically to a solid phase,® the
difference being a few mRy; the result is now a very sim-
ple model to describe hydrogen.

It might be asked why a phase of continuous symmetry
was used for the one-component proton problem, rather
than, say, the Wigner crystal. The reason rests mainly in
our goal for internal consistency with the scaling rela-
tions and the use of a liquid structure factor. However, it
can be shown (see Fig. 11, curve 2) that the final results
from using such an alternative procedure are again close

- — 2
092 X \L3
-0.94
—~ —096
>
[
E—-O.Sa o 2
5
w + + )//% s
1.2 1.4 1.6 1.8 2.0
1
-1.02 |-

FIG. 11. Total energy (for the bare electronic mass) based on
a Wigner crystal one-component term (curve 2) as compared to
our VWN results (curve 1) and to the Monte Carlo total energy.
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to the Monte Carlo results (less than 1% lower only in
the highest densities), which generally provide an upper
bound to the actual total energy.

If we assume that our scheme remains correct at
higher densities (r, <1), then from the virial theorem
alone we can predict the equation of state for metallic hy-
drogen using only a single numerical integration for A
and the closed-form formulas for the one-component
terms of the Hamiltonian. In this respect, we also deter-
mine therefore an appropriate fit of the numerically
found values of A in the Ichimaru-Utsumi model for
0<r; <2, so that by using Eq. (20) we arrive at an ap-
proximate closed-form expression for the total energy
that we plot in Fig. 12. For comparison we have also
plotted the curve

2.21  2.70722

2
rg s

with d,=—0.2166, d,=0.0566, d;=—0.0301 which is
supposed to describe"* in rydbergs the Monte Carlo re-
sults for the total energy per atom for 1=r;, <2. We ob-
serve that our results are consistent with an extension of
the same curve into higher densities. [As already men-
tioned, the lower density results (7, > 1.4) can be repro-
duced by an effective mass approach.]

In order to determine the equation of state from this
approximate expression, we proceed as follows: from the
VT [Eq. (5)] we can derive exact results for the kinetic en-
ergy (T) and the potential energy (U) of a general
Coulomb system in terms of its total energy E, namely

d

(T)=—gr—(Ers)

and (48)
1

14
(U= ry drg

+d,+d,r,+dyrl, (47)

(Er2) .

E/N (Ry)

04 o8 1.2 1.6 20

FIG. 12. Extension of the total energy per atom at higher
densities, based on a fit to the Ichimaru-Utsumi model and the
PY structure factor (curve 1), compared to the expression (47)
(curve 2).
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The combination of these expressions and equations (20)
[or (47)] and (5) gives the equation of state p (r,) of metal-
lic hydrogen, which turns out to be

D[4 200 4 24|
p\r; 4 rsS r: rsz . P

where e2/2a*~14700 GPa is the atomic unit of pres-
sure.

VI. CONCLUSIONS

By applying general theorems to a Coulomb system we
have derived exact scaling properties regarding the mass
and charge dependence of its energy and structure fac-
tors. We have then used these properties and worked
within a model of the two-component system that accu-
rately produces the Monte Carlo results for metallic hy-
drogen. Essentially, in this paper we have provided a
method that accurately derives the Monte Carlo results
for metallic hydrogen by starting from the well-known
Monte Carlo treatment of the electron-gas problem. We
have therefore arrived at a new model for the energetics
of the metallic phase of hydrogen that is valid to very
good approximation, apparently even beyond the point of
the transition to the molecular state (which is at about
r,~ 1.4 according to the Monte Carlo results). With the
use of a different mass for the ionic component we can
also determine, with the same method, the equation of
state of an electron-hole liquid for an arbitrary mass ratio
m, /m,, provided that this is small enough for the Born-
Oppenheimer approximation to be reasonably valid.
More generally, by using the dependence of the energy on
the ionic charge, namely Eq. (A7) of Appendix A in place
of Eq. (12), we can determine, with the same method, the
equation of state for an arbitrary dense Coulombic two-
component system.
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APPENDIX A

Here we generalize (12) for the energy of a one-
component system in the case of particles of arbitrary
charge Ze. We also give another exact scaling property
of the general two-component system for particles of ar-
bitrary charges Z, and Z,. First, we introduce a cou-
pling constant A in the one-component Hamiltonian,
namely

H=T+AU.

Then the HFT with respect to A gives the Pauli theorem,
namely

a(afi)x =<3_H>A=(U)AEUA -

an (A1)

Correspondingly, carrying out the differentiation with
respect to r, the virial theorem is now modified to read

SPAV:ZTAJF)\'UA . (A2)
Combination of (A1) and (A2) with E; =T, + AU, yields
oE,
which together with
_ re aE;\
=7 3 a, (Ad)
gives
JE; N dE, SE
“or, “on A (A3)

This is also an exact partial differential equation for the
internal energy at coupling strength A. Its general solu-
tion is found to have the scaling form

f(Ary)
. (A6)

s

E,(r,)=

This general property can be combined with (11) for the
energy of a one-component system of particles of arbi-
trary mass m and charge Ze. For example, by imposing
(A6) on (12) and setting A =Z? we obtain the expression

) Q. »n
rS
j—l\i-(rs,m,Z): AZ In b +£b—tan—1 2 b
X "s‘*“z‘xl/z"sl/z‘*'—z%x 2,1/2+Ex1/2
X
172_ 70 _1/2y2 Q 172
bxg (rg 7= —x %) 2b+2x,) Z*
B 2+bx,+ In b [4 + Q tan —__T-_
XpToOxgTcC rS+Ex1/2rsl/z+_Z_2x 2rs’/2+7x”2
3 (9 2/3 3 (o 1/3Zz
T X T
+_ - - = = =
S|4 | 2 27| 4 _— (A
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which reduces to (12) for Z — 1. or
Similarly, the two-component analog is easily proved
obe i ’ W) _ i By ved) [ 2Eogo 28 |y
ar €—0 0 ar or or>

E _f(Zir;Zir)
LR At Lt 1 (A8)
N 2

s

which is another exact scaling property of the two-
component system.

APPENDIX B

We give here exact scaling relations for the static par-

(B2)

where € is a real parameter, introduced here to remove
the formal singularity of (& —Eo’l\)_l when this acts on
|W,). This assumes no symmetry breaking or additional
spurious singularities. Applying (B2) to a partial struc-
ture factor

tial structure factors of a two-component system of parti- 1 Na Ny iqr, —iqr,
cles with arbitrary masses and charges at zero tempera- Sab(q)z_\/Y—N_ 3 3 (Yle e W) (B3)
ture, and described by a Coulomb Hamiltonian with arbi- atVp i=1j=1
trary coupling constants. We begin by assuming that the ) ) )
Hamiltonian contains a real parameter 7 and then  Witha,b= {1,2}, and after rescaling according to
differentiate the Schrodinger equation for the ground q=q/r.a
state with respect to 7, which gives S
3|¥,) 3E 3W,) r=tra, (B4)
g Vo) +A—2=—2|W,) + Ey—— (B1) .
or or or or we obtain
J
3S,,(q) 1 Na N 9E, . af n oy i§F —igT,
= i Yol | —1—<= [(A—E 1+€l)7 e e 4 >
a7 e V'N,N, i§1j§1 < o1l ar or ( ol+el) e "e Yo
GF —igF oE A
iqT, —ig ~ ~ 0o~ O
+<wo e e TIA—Ed+eD)! 5 1" wo> (BS)
Now from a general Hamiltonian of the form
A=7+T,+10,0,,+1,0,,+10, (B6)
we obtain
O B+ By — (A0, + A, D +AD
"s3r =—2T,+T))— (MU +X2U, +AU ) (B7)
[after rescaling according to (B4) is performed], and also
oA
ka—A =K012 N
of _
}\'i ak, A‘i 01'1' ’
(B8)
and
B8 __ 4
™ am; v
with i=1,2. The following combinations now result, namely
, af?_m ) ) -5
¥ ar, am, 2 9m,
and (B9)
38 , 9A YY)
— M AT AT =— .
“ar, Mar, Mon, Mo 28

But because the HFT with respect to any parameter,'! in particular 7, gives
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3R

ar

__0E,
0>_ ar

0

we obtain, by taking the expectation values of (B9),
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(B10)

(B11)

Na Nb af —igqrf.
—lim ——— 3 S (W l(—E, T+ AN A —El+eD) e e T |w,)

(Wole' e A —E,T+€eD) N —E, 1+ A)|¥,)]=0 (B12)

s or, ™ om, - am, =
and
JE, dE, oE, JoE,
- - —A =—-2E, .
"o Mar, Man, M 0
The combination of (B9) and (B11) with (B5) gives
05,5(@  35,(@ 35,
"o, "' am, " om,
e~0 V/N,N, =1/=i
and also
9S8, (@) N 3S,,(q) N 9S,,(q) Aasa,,(q)
" ar, T 273, ar

N N ~ ~ ~ iq-T, —IiqT;
= lim ———— 3 3 [(Wl(—2E, T +2R A~ Eol+eD) e e "] w,)

aNp i=1j=1

F(Wole e A —E,T+€1) T (—2E,T+20)¥,)]=0.

(B13)

These are exact partial differential equations for any ground-state partial structure factor, and have the general solu-

tions

Sab(q)zf(mlrs;m2rx) )

and

S (@) =g(Ar;Ayr;Ary) .

(B14)

(B15)

These general scaling properties together with the virial theorem can be shown to be completely consistent with all scal-
ing relations for the thermodynamic functions found in the text. For example, a two-component Coulomb system of
particles of charges Z, and Z, is described by (B6) with A, =Z?% A,=Z3, A=2Z,Z,. In this case (B15) gives

S (Q=f(Z;Z%,) . (B16)

In addition, the total potential energy of this system is
N 4rre?
(U)=? S —5{Zi[S1(@— 11+ Z3[Sy(q)—1]+2Z,Z,S ,(q)}
q#0 q
w _ZIr S (@ —11+Z3r[Sn (@) —1]+2Zir,) 2 Z3r,)25,,(q)
ZN%fodq 17s[S11(q ] arl 22‘]2] 17s 2 12'9 Ry, (B17)
rS
I

so that (U ) /N is of the form f(Z3%r;Z3r,)/r} because  the one-component system are of course
of (B16). In addition, by integrating the exact relations S(@)= )
(48) we obtain the result that the scaling form (B16) is q)=f(mr,), B18)

consistent with (A8). Similarly, by using a system with
Ay=A,=A=1 and (B14), a similar integration of the total
potential energy gives the consistency between (B14) and
9).

The corresponding results for the structure factor of

S(q)=g(Ar,)=h(Z%,),

and they are also consistent with (11) and (A6).
It can be easily seen that all the scaling relations
remain true in the same form for the corresponding pair
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distribution functions

172
_ A4 g*dq sin(gr) _
gu(r)=1+ NN, g [Sas(g)—84]

as well, after the rescaling (B4) is carried out.

These results can be generalized to finite temperatures
by explicitly using the rescaled form of the density opera-
tor. The general results for any temperature are

Sp(@=flmr,myr,Tr) (B19)

and

S,(q)=g(Z%r,,Z3r,, Tr?) (B20)

and will be published elsewhere.

APPENDIX C

The Geldart-Vosko modification of the Hubbard form
for the dielectric function*® corresponds to the choice of
local field

2

G(q)z—i_q___z
2(q"+2gqF)
with
_ 1

1+yr, '

g

where

1/3
=0.031% 4
[ 2 |97

In this model and from Eq. (30) we find with y =q /2¢p,

49ra o 1
= SPY(2 ———1| Ry,
T fo dy (24ry) e(y) y
with
wayzf(y)
ey)=1+ F
1— f(yz)
mqp(2y°+g)

Now Ichimaru and Utsumi give G (g) to be*’

1/3
7 {
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4 2
Gg=4|L | +B|L | +cC
qr dr
4 2
+la|L | +B+ia)|L | —C
qr ar
497 —q° 2qr+
x dr—49q In qr T4 , 1)
4q9rq 29r—q

where the parameters A4, B, C are given by
A=0.029,
B=3vo—all—g0)]—%4,
and

16
S

3
= =270t [1-g0)]—%4 .

Here g(0) is approximately given by

2
0=1|—2=1,
g(0=5 I,(z)
where
4 1/6 ’ 172
=4 —_ _s s
z 97 T

and I,(z) is the modified Bessel function of the first kind
and of the first order; y, is defined by
2
lim G(9)=yo%5 ,
q~—>0 qF
and is determined by the compressibility sum rule

lim ¥, (g)=—n’K
q—0
[where K is the ground-state compressibility
_1 |9
oP

vV
of the electron gas, and x,(q) is determined by combina-
tion of (26) and (27)]. This leads to

K, 4

K=

T=0

where K, is the noninteracting value Ky=3/2ne,. We
have determined ¥ using the VWN expression [Eq. (12)
with x=1]. The final result is

r¥Hbob iR —borl (14,7} /)51 —4bor(1 45,7l )R |

(rg)=+— 4
Yol =37 48 |'om R?

where

R=r+br}?+byrt+b,r}"?
and

S =2+3b,r}/24+4b,r,+5b,r}"?

and the constants

are given by b,=0.062 1814,

r

b,=9.81379, b,=2.82224, and b;=0.736411. In terms

of this form for G (q) the final result for A can be found
from (30).

APPENDIX D

In order to obtain a better physical understanding of
the calculated values of A with the use of S,,*;,Y(q), and
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their relation to the proton-proton correlation, we have
also determined A for various well-known closed forms of
S,,» namely for totally uncorrelated protons [S,(9)=1,
in which case E,, =0] and for Hartree-Fock (HF) protons
(S,,(9)=3q/qr—Lq’/q¢ for q<2gr, and =1 for
q 224, in which case E;; = —0.916/r; Ry). The results,
compared to those of a simple PY model [where E,, is
given by (39)], show that the higher the p-p correlation
the smaller is the value of |A|. However, as is expected,
inclusion of the proton Madelung energy E,, always
lowers the total energy in the case of higher proton corre-
lation.

For the completely uncorrelated case (S,, =1) the re-
sults should reproduce in effect those for a single proton
immersed in an interacting electron gas. The HF case
shows how inclusion of exchange affects the result (lowers
the energy), and the third case of classical hard-sphere
correlations gives an even lower energy. In all cases we
have used the Ichimaru-Utsumi local field (Appendix C).

In view of the above, the fact that |A| is a little un-
derestimated by the PY model for r; > 1.4 implies that at
these low densities the protons are a little less correlated
than the classical model implies [see also Fig. 6 where the
PY structure factor is compared to experimental data®*
for S(q) for *He]. This in fact is completely in accor-
dance with our cage-model correction of S,,(g) in the
text [Eq. (41)], although the major part of the disagree-
ment is attributed to nonlinear response as discussed in
the text.

In order to introduce a control or bound on the effect
of the correlations incorporated in the approximate struc-
ture factor we now invoke a variational argument that
will give a rigorous upper bound for A (or for the total en-
ergy). The argument will be based on the well-known
Gibbs-Bogolyubov inequality,* namely

E—E <(O0—0,4),- (D1)

The ‘“real” system is described by the Hamiltonian (2)
with ﬁ=ﬁee+ﬁpp+ 021,, but we write its energy as in
(20), namely

E= < ?e )k:0+ ( Oee >A=0+<?p >A=O+( f7]7[1 )L=O+NA ’

(D2)

where A now represents the actual value with no approxi-
mations at all. Next, take as a reference system a quan-
tum system with the Hamiltonian

A,,=7+7,+0,+0%, (D3)

i.e., with the same form for the kinetic energies and e-e
interaction and with no e-p coupling. Here we choose
;f,f to be a potential-energy operator such that the

ground state |ref) of (D3) has the property
(O, ) rer

.____—___.zEM R

N (D4)

where E,, is given by Eq. (39). (Note here that ﬁpp is the
Coulombic p-p interaction term.) In other words the in-
teraction U ;;f is such that the proton-proton structure
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factor of this unknown quantum system is given by the
PY closed form (38). In this case also note that

( Oep )ref _
—__N =

i.e., the A calculated with the classical PY structure fac-
tor. According to a theorem by Henderson,*® {/ ;ff, if it
exists,*® must be unique, but is not necessarily a hard-
sphere potential, since in our case we deal with a quan-
tum system, and we do not regard S PY a5 a classical func-
tion.’

The fact that there is no e-p coupling in the reference
system implies that in its ground state

< ?e >ref_i_< 0ee )ref
is the same as
( ?e ))\=0+ < 0ee )k=0

for the “real” system. Therefore we have

APY | (D5)

Ere={T) 30t (0. )10 (T (O p . (D6)
On the other hand we have
— ref
0-0,=0,+0,-0%". (D7)

Therefore the inequality (D1), in connection with (D2),
(D6), and (D7), gives

<Ep >}\:O+NA_—(?p)refS<0pp >ref+<0ep >ref ’ (D3)
-0.12 T T T T I
: o © © ©o o o o
o
-0.13 o 4
A A A A
o ZA a |
A
-0.140 . " .
> ]
€ 0I5} s . 4
<
a0 &8 % 0
-owsk o = o 1
6 " °
| ]
-0.17 o 4
(o4
-0.18 1 1 1 1 l
1.0 1.2 1.4 1.6 1.8 2.0

FIG. 13. Upper bounds for A determined by the variational
principle based on a Percus-Yevick reference system [defined by
(D3) and (D4) in the text]. Case 1 (circles) represents a rigorous
bound (corresponding 0 m — o) and case 2 (triangles) corre-
sponds to m =m, but with the approximation (D10). The actu-
al Monte Carlo values of A (diamonds), and the values of A cal-
culated with the Percus-Yevick (PY) model in the text (solid
squares) are also included.
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-0.92}

-0.94}
= -0.96
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<
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FIG. 14. The corresponding upper bounds for the total ener-
gy (20). Labels correspond to the same cases as in Fig. 13.

where we have written
(Ep ))\105 < Tp >7»:0+< OPP )A:O .

Note that the unknown term { U 1) et Was canceled out.
Finally with the help of (D4) and DS5) we obtain

+ <Tp)ref_ <Ep>l=0
N N

A<E, +AFY | (DY)
This is an exact inequality relating the true A with AFY,
[Our treatment of the PY model was equivalent to ignor-
ing the small unknown term (T, ).¢/N, then using the
values of 7 that give Ey =(E,);—o/N for each r, and
finally taking the quality sign in (D9).]

In (D9) E,, is given by (39) and (Ep Y)—0/N is given by
the one-component result (12) with x =1/1836.15. So,
apart from (7, )¢/N which is unknown (but small com-
pared to the other terms), the right-hand side of (D9) is a
known function of 1 and r,. The form of APY as a func-
tion of r; and 7 has to be determined by numerical in-
tegration of (30) with the PY structure factor. What
remains then is to invoke the variational principle, i.e.,
determine, for every value of r;, the minimum of the
right-hand side of (D9) with respect to the variational pa-
rameter 7). In this way we can determine a rigorous
upper bound for the true A for every value of r,.

By following the minimization we determine the upper
bounds shown in Fig. 13. One is rigorous, corresponding
to the case m — o (so that (T, Y.t/ N is exactly zero),
and the other uses the actual protonic mass (m =m)
and the approximation

<Tp>ref _ <Tp )AIO
N N

p

) (D10)
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which is quite reasonable in view of the massiveness of
the protons. At the same figure we also plot for compar-
ison the actual A and the AFY that we calculated in the
text.

The corresponding upper bounds for the total energy
(20) of the two-component system are shown in Fig. 14.

APPENDIX E

Here we discuss the ¢ —0 behavior of S,,(g). We have
already noted that at low proton densities, statistics are
not very important, and accordingly we may take S,,(g)
as equivalent to that of a boson problem, as discussed in
the text. As a consequence S,,(q) vanishes linearly?® as
g —0, with a slope ﬁ/2mpc, where ¢ is the speed of
sound. From (41) [or more generally (36)], we find

lim S, (¢)= lim S*¥(g)=1/a
g—0 p g—0

which is nonzero, but has a quite small value (~0.03) be-
cause of the high effective 7. Note that this is about the
value to which the Monte Carlo results as cited in the
literature® seem to tend. However, we f:xpect6 that at a
very small g the structure factor becomes linear. In the
text a simple form?* to account for this long-range behav-
ior was given [Eq. (31)]. Here we give a dimensional ar-
gument to estimate how small g, actually is.

We basically need to reconcile our Einstein model with
the Debye model implicit in the existence of c. This re-
quires a mass-dependent cutoff g, (for example, in the
limit m, — oo, there is strictly zero overlap between the
oscillators, which implies that no collective effect can be
established, which in turn implies that g.—0). A rough
estimate of g, can be obtained from the following argu-
ment

2rsa (<u2>)1/2
2 = 173
L V

q. N ]

that gives an upper bound for g,., namely

1/4

—=gq, . (E1)
a

1 m

1/4
rS

e

<
q. =
m,

Now even for g, as large as the upper bound g, the re-
sulting S,,(g) is identical to the one used in the text,
apart from very near ¢=0, where it goes to zero linearly
with the right slope. We also find from (30) that even for
this case the effects on A are small (< 10%).
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