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Mesoscopic noise studies of atomic motions in cold amorphous conductors
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The dynamics of slow low-energy atomic motions in the amorphous conductors C-Cu and Si-Au
were probed using conductance fluctuations in nanometer-scale samples in the temperature range
4—30 K. Ample evidence was found of isolated fluctuators with both tunneling and thermally ac-
tivated kinetics, with the estimated density of sites at 4 K close to that expected from the anomalous
heat capacity of amorphous solids. However, a detailed statistical analysis revealed that the
conductance-fluctuation data were inconsistent with a picture of independent randomly fluctuating
two-level systems. Direct evidence of non-two-state behavior was occasionally seen in discrete
switching in the voltage traces. It was also found that anneals up to 100 K were usually suscient to
randomize features in the spectral density. The statistical analyses and the strong sensitivity to rela-
tively weak anneals suggest that intersite interactions are prevalent in these systems.

INTRODUCTION

In 1971 Zeller and Pohl' published data on the low-
temperature thermal properties of a variety of amor-
phous materials. The heat capacity for T&1 K was
found to be approximately linear in T, in excess of the T
dependence expected and observed in crystalline materi-
als, and the thermal conductivity was found to scale ap-
proximately as T instead of the expected T . Since the
publication of this data, extensive investigations on a
broad range of amorphous systems have revealed anoma-
lous behavior in the acoustic, dielectric, and optical prop-
erties, and other thermal properties, and have shown that
some of the anomalies appear to be universal features of
amorphous solids, including both insulators and conduc-
-tors measured in the superconducting regime. ' Early on
it was proposed that some aspects of the anomalies could
be understood at a phenomenological level in terms of
collections of so-called "two-level systems" (TLS).
These were two-level excitations or modes which were
proposed to exist in excess of the thermal phonons. The
unmistakable distinctions between amorphous and crys-
talline solids and the apparent quantitative universality of
certain features of amorphous solids have inspired exten-
sive work on amorphous materials. Despite limited suc-
cess in describing some aspects of two specific systems, '

there is no firm understanding of the general nature of
the low-temperature excitations at the microscopic level.
The approximate universality of the density of states and
of the strain coupling of the low-temperature excitations
are somewhat puzzling. Within the context of the TLS
picture, it is even more surprising that a product of the
density of states, the strain coupling, and an elastic con-
stant, which determines the ratio of a phonon mean free
path to its wavelength, has a much more nearly universal
value than do the factors taken separately. This univer-
sality raises the suspicion that the density of states is it-
self limited by interactions between sites due to the same
strain coupling responsible for the interaction with pho-

nons and that the resulting coupled excitations might be
qualitatively different from TLS. However, no numeri-
cally consistent version of such a theory has yet been
developed.

The occupation of the low-energy modes will, of
course, fluctuate in equilibrium with kinetics determined
by interactions with the phonon bath, electron bath, or
possibly with other modes. These fluctuations must
occur whether or not the modes have a two-level charac-
ter. These equilibrium occupation fluctuations, or a sub-
set of them, are a likely cause of the I /f noise found in
disordered materials. s The prevalence of universal-
conductance-fluctuation multiple-scattering terms '
prevents the noise signal from diminishing with decreas-
ing temperature despite the presumed freezing out of the
fluctuators. Such universal-conductance-fluctuation
noise in disordered conductors is expected to be a rather
nonspecific probe of any fluctuations in strength or posi-
tion of scatterers.

By studying the noise in extremely small volume sam-
ples, one has a unique opportunity to study the kinetics
and other properties of individual or small groups of fluc-
tuators. While, in typical noise samples, the effects of iso-
lated fluctuators are obscured by all the other fluctuators,
resulting in a Gaussian signal, '" in suSciently small
nanometer-scale samples the effects become apparent.
The kinetics of the individual fluctuators will be manifest
in features or bumpiness in the noise spectral density, in
certain statistical properties which characterize the
noise, ' ' and in direct observation of discrete conduc-
tance jumps. '

Mesoscopic noise techniques have proved quite useful
in characterizing fluctuating sites in several amorphous
and crystalline materials. ' ' Some materials in some
temperature ranges do exhibit mainly two-state switch-
ing, while others show more complicated patterns indi-
cating significant interactions between the fluctuating
sites. However, no previous studies have dealt with noise
from miscellaneous atomic motions (as opposed to special
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subsets involving changes of charge state) in an amor-
phous material near the regime in which TLS are be-
lieved to be important in the main thermal properties.

In this paper we report on such studies performed on
extremely small-volume samples of C-Cu and Si-Au in
the temperature range of 4—30 K. (A brief account of the
highlights of the results has appeared previously. '

) Am-

ple evidence was found of spectral features exhibiting
both thermally activated and weakly temperature-
dependent, presumably tunneling, kinetics. The observa-
tion of features represents the first evidence of isolated
fiuctuators in amorphous metals, although individual
switching sites have been seen in the less thoroughly
amorphous metal sputtered Bi. The estimated density of
fluctuators is in good agreement with the estimates based
on heat-capacity measurements of typical amorphous ma-
terials. '

Although we shall see that the temperature depen-
dence of the noise spectra below 30 K could be analyzed
in terms of double-well systems, we shall also see that
more complicated constructs, perhaps involving interac-
tions between double-well systems, are required to fully
describe various statistical parameters of the noise. In
particular, in some instances, individual switching states
which were not double-well systems were directly ob-
served.

The terms "fluctuator" and "mode" are used inter-
changeably in this report. When possible, we analyze the
data in terms of double-well systems. Reference is oc-
casionally made to a TLS, which describes the behavior
of a double-well system in the low-temperature limit.
However, it is understood that the modes active below 1

K, the standard TLS regime, are not necessarily the same
as those in the 4-30 K regime studied.

EXPERIMENTAL CONSIDERATIONS

Noise measurements were made on five C-Cu and two
Si-Au small-volume samples, and a number of compara-
tively large-volume control samples. All small-volume
samples except C-Cu No. 5 were fabricated using a new
"double-step-edge" nanolithography technique which re-
quires only conventional optical lithography equipment. '

The technique allows for the fabrication of small wires
with triangular cross sections, configured as true four-
probe resistors suitable for noise studies. The effective
noise volumes for the double-step-edge samples were in
the range of 1X10 ' cm, with effective diameters of
30—40 nm and lengths of 100—200 nm. C-Cu No. 5 had
dimensions of —1 pm X(40 nm) and was fabricated by
means similar to the usual single-step-edge technique. '

With the exception of C-Cu No. 3, which was close to the
metal-insulator transition, all samples were metallic with
essentially temperature-independent conductivities below
50 K. Both the C-Cu and Si-Au films were prepared by rf
magnetron sputtering from compound targets into
room-temperature sapphire and glass substrates. The
films were quite stable with respect to high-temperature
anneals (30 min at 90'C) and to thermal cycling. Noise
magnitudes on large-volume samples were always repro-
ducible to within 10% after thermal cycling between 4

and 300 K. As-deposited and annealed films were exam-
ined by high-resolution scanning-tunneling electron mi-
croscopy (STEM), including microprobe x-ray analysis,
and by sputtered neutral mass spectroscopy. They were
almost entirely amorphous, although small crystalline in-
clusions of the metallic component (1.5 —2.0 nm for Cu,
1.0 nm for Au) occupied up to about 2% of the volume of
the films. No significant difference was seen in the STEM
studies for the as-deposited and annealed films.

Noise data were usually taken with a dc bridge ar-
rangement, using PAR 113, 117, or 185 amplifiers for
front-end amplification. The noise signal was filtered
with eight-pole Butterworth low-pass anti-alias filters,
and digitized to 12-bit resolution. Fast Fourier trans-
forrns (FFT's) were performed on a SKYMNK array pro-
cessor, and power spectra and various statistical parame-
ters were automatically computed and stored using a Di-
gital Equipment Corporation (DEC)LSIlll23 host mi-

crocomputer. Data were continuously monitored, and
any anomalous sweeps, due to power glitches, etc., were
automatically rejected by the acquisition program. In-
terfering narrow-band pickup (e.g., 60 Hz) was subtracted
from the power spectra, allowing for a relatively accurate
determination of the spectral slope. Measurements were
done with current densities of (1-2)X 10 A/cm, and the
normalized noise-magnitude parameter of the sma11-

volume samples was typically within a factor of 4 of the
values determined on the large-volume control samples.

SPECTRAL FEATURES

Spectral features [i.e., deviations from simple power-
law behavior of the resistance fluctuation spectral density
P (f)] are usually the most accessible indicator of small
sample-size effects. Noise spectra in double-step-edge
samples of C-Cu and Si-Au were always featureless from
room temperature down to approximately 30-40 K. At
lower temperatures, spectral features were almost always
apparent. This is what we expect if, upon lowering T, the
average number of active fluctuators decreases to roughly
less than about one per octave. ' A representative plot of
spectral features found at low T is shown in Fig. 1 for C-
Cu No. 1. The data clearly show a diminishing of the
spectral features with increasing temperatures. At 16 K
the spectrum is very close to pure power-law behavior
with no apparent features. Electrical transients caused
irreversible changes in the spectrum after the lowest two
temperature runs, so only the four spectra above 5 K are
reversible samplings of the same feature.

Several features were successfully tracked in both Si-
Au and C-Cu over a limited temperature range. Figure 2
shows relatively clean, reproducible data on a feature
found in C-Cu No. 1 between 9.5 and 12.3 K. A plot of
the peak frequency versus T ' for this data is shown in
Fig. 3. The data show a good fit to the expected Ar-
rhenius form for thermally activated behavior,

f& k=fpe "",where fr„k frequency, E' is the activa-
tion energy, and fp is the attempt rate. We find
E'= 15+1 meV and fp=5 X 10 Hz (uncertain to about a
factor of 3).

The temperature dependence of the peak amplitude
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FIG. 1. Noise spectra, expressed as power per octave in arbi-

trary but fixed units, are shown at six temperatures for sample
C-Cu No. 1. Changes among the four highest temperatures
were reversible, but small electrical transients caused irreversi-

ble changes at the two lowest temperatures.

yields some information on energy splitting E between
the two eigenstates. In this case the peak amplitude is
only weakly temperature dependent. The contribution
from the duty cycle (cf. Appendix B) to the temperature
exponent of the peak amplitude is

8 in[sech (E/2kT) j/8 lnT=(E/kT)tanh(E/2kT),

1/T {K }

FIG. 3. The peak frequency vs inverse temperature from the
data of Fig. 2 is shown. The relative positions of the peaks are
obtained by fitting displaced copies of the spectra at pairs of
temperatures (e.g. , 9.5 and 10.3 K) to each other, and checking
the shift in the log frequency scale. The resulting frequency
shifts are substantially more accurate than would be obtained by
estimating peak frequencies independently for each spectrum.

(a)

io' .
(Ref. 8) or -(E/kT) when kT «E and -E /2(kT) for
E «kT. Thus, although according to universal conduc-
tance Auctuation theory ' for any particular atomic
motion, the squared effect on the conductance should de-
crease with T, roughly as T, for any given Auctuator
the noise magnitude can increase as an arbitrarily large
power of T (locally), in the regime kT «E. The slight
increase in the peak amplitude with increasing T seen in
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FIG. 2. Noise spectra for sample C-Cu No. 1 on a different
cool down from those shown in Fig. 1 are shown, on the same
scale as in Fig. 1.

FIG. 4. (a) The dependence of the peak frequency on inverse

temperature is shown, obtained from (b) noise spectra for sam-

ple Si-Au No. 1, using the fitting procedure described for Fig. 3.
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Fig. 2, while partially obscured by the background spec-
trum, implies that for this fluctuator kT=E for T=10
K.

Other examples of the temperature dependence of
features are given in Figs. 4 and 5. The feature shown in
Fig. 4 for Si-Au exhibits a strong deviation from the Ar-
rhenius form, clearly indicating nonactivated behavior
over part of the temperature range. The knee at 6.7 K in
the plot of peak frequency versus T ' may signify a tran-
sition from nonactivated behavior below 6.7 K to activat-
ed behavior above 6.7 K. Fits to an Arrhenius form for
the top three data points yield E'= 12 meV and
fo=3X10 Hz. The features of Fig. 5 clearly fail to fit

the Arrhenius form. Tunneling kinetics via single-
phonon processes for TLS's will show peak frequencies
f „„proportional to coth(E/2kT) (Ref. 20) with ex-
ponents

8 ln( f~„z ) /8 ln T

=(E/2kT) Xsech(E/2kT) Xcsch(E/2kT)

ranging from 0 for 2kT «E up to 1 for 2kT )&E. Note
that the data in Fig. 5(b) show tunneling-type behavior at
the relatively high temperatures of 20—33 K. %ith the
possible exception of Fig. 5(c), the observed exponents of
about 1 are consistent with the expected behavior for

single-phonon tunneling in this temperature range.
Overall, the observation of spectral features with both
thermally activated and tunneling kinetics is consistent
with the expected extrapolated behavior of TLS. This, of
course, does not preclude other possible models, but the
observation of isolated spectral features at least means
that some sort of fixed modes with discrete relaxation
rates are present.

The low attempt rate found for the activated transi-
tions is worth noting, since it may indicate relatively
large fluctuating objects, with either small vibration fre-
quencies or negative activation entropies. On the other
hand, the existence of at least one fluctuator with nonac-
tivated, apparently tunneling kinetics up to 30 K suggests
that some fluctuators may have low masses or narrow
tunneling barriers. At any rate, the individual features
show a diversity which would not be evident in the aggre-
gate behavior.

The next obvious question is whether these modes are
present in about the right concentration to account for
typical amorphous heat capacities. The density of fluc-
tuators was estimated from the size of variations in the
spectral density (cf. Appendix A). It was found that an-
nealing to temperatures of only 60—100 K was usually
suScient to scramble the random features in the spectral
density, and thus the distribution of active fluctuators.
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FIG. 5. Peak frequencies vs temperature are shown for several cool downs of two samples. (a), (b), and (c) are from C-Cu No. l.
(d) is from C-Cu No. 2. The relative frequency shifts are accurate to about 15%.
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New random distributions of fluctuators, and effectively
new samples, could thus be obtained by repeated anneals
at moderate temperatures. The density was determined
via Eq. (A4) and measurements of the frequency exponent
y = —8 1nP (f) /8 lnf. For C-Cu No. 5 with the relatively
large volume of 10 ' cm, the exponent y was measured
at 4.2 K after each of five consecutive anneals. The vari-
ance in y is a reliable indicator of random variations,
since it has almost no systematic variation with any sam-

ple properties, including annealing, about the average
value of 0.98 in C-Cu at 4.2 K. The band used for the y
determination consisted of three adjacent octaves, just
below 60 Hz. This was sufficient to give enough precision
without including a large enough bandwidth to
significantly reduce the y fluctuations through averaging.
The standard deviation of y was 0.04 (with error limits
determined by statistics, as discussed in Appendix A),
and from this the density of Lorentzians per factor of e
duty cycle (i.e., per kT in level spacing) and per factor of
e in frequency was estimated to be 1.5X10' /cm within
a factor of 3. Here the error range allows for about a
10%%uo chance each for the true value to be above or below
the estimated range, using a Bayesian estimator as dis-
cussed in Appendix A. Assuming fluctuators are distri-
buted over 12 decades in frequency (-28 factors of e), the
total density of Auctuators would then be 1 X 10' /cm K.
The estimate is good to about a factor of 5, due to addi-
tional uncertainties in the frequency extrapolation. Com-
parable values for the total density were estimated for the
other samples, all of which had volumes about an order
of magnitude smaller. The value of 1X10' /cm K from
C-Cu No. 5 is most reliable, however, due to difficulties in
estimating the volumes of these smaller samples. The
densities are in reasonable agreement with the density of
TLS of about 3X10' /cm K (with a range of more than
a factor of 3 each way) estimated from the extrapolated
heat capacity of amorphous insulators or superconduct-
ing amorphous metals.

DISCRETE SWITCHING

Occasionally discrete switching was visible in the volt-
age traces on top of the continuous background noise sig-
nal. Such observations, though not as common as spec-
tral features, obviously provide the most compelling evi-
dence of the nature of at least some of the low-energy ex-
citations. Clearly distinguishable switching was seen in
eight runs on both C-Cu and Si-Au. Except on one run,
it was found to be stable provided the sample was not an-
nealed or subjected to transients. The fractional conduc-
tance jumps were in the range of 0.1 —1%. Significant
uncertainties in the lead resistance and sample length
prevented a reliable estimate of the magnitude of the con-
ductance jumps per phase coherent region. Assuming
phase coherence lengths of 10 nm, the estimated change
in conductance per phase coherent region ranged from
0.1 —0.2e /h in C-Cu to 10 e /h in Si-Au, with an uncer-
tainty of a factor of 10. In addition, the observed con-
ductance jumps are necessarily the largest ones, though
the approximate agreement between the noise power lev-
els of the small- and large-volume samples implies that

the conductance jumps were not more than a few times
the average.

Low-duty cycle switching was observed most often, as
expected in standard TLS models for which far more
states have asymmetries greater than kT (low-duty cycle)
than less than kT (high-duty cycle).

Selected traces of high-duty cycle switching observed
in Si-Au are shown in Fig. 6. A total of 40 traces were
recorded, 20 of which are shown here. Approximately
one-third of the selected traces, or —15% of all traces,
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FIG. 6. Selected sweeps of resistance vs time are shown for
Si-Au No. 1 at 5.5 K. Each sweep represents 500 data samples,
with a sampling time of 2.6 ms. The vertical displacernents of
the sweeps are for viewing clarity. The steps represent a frac-
tional conductance change of about 0.5%.
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FIG. 7. Selected sweeps of resistance vs time are shown for
C-Cu No. 4 at 4.3 K. Each sweep represents 500 data samples,
with a sampling time of 1.3 ms. The vertical displacements of
the sweeps are for viewing clarity. The steps represent a frac-
tional conductance change of about 0.3%%uo.

can easily be seen to be pathological compared to that ex-

pected for an independent TLS. The first, second, fourth,
fifth, fifteenth, and sixteenth traces, for example, exhibit
switching between three conductance states, not two
states. Since switching was seen relatively infrequently,
during about 5% of all runs on all samples (looking in a
two decade frequency band), the odds are very low,
0.25%, that two independent TLS would be observed
simultaneously. More important, however, is the obser-
vation in traces 15 and 16 of direct transitions between
the lowest (voltage) level and the highest level. Direct
transitions might be expected for a three-level system,
but, of course, would be highly improbable for the case of
two independent TLS. The argument applies whether or
not the fluctuators are close enough that universal con-
ductance fluctuation interference terms might cause one
to modulate the conductance change of the other.

Apart from the traces which showed signs of three-
state switching, a few two-conductance-state switchers
displayed non-Markovian kinetics indicating that two
physical states are not sufficient to completely describe
the system. The sixth and eighteenth traces can be seen
to switch with either duty cycles or characteristic fre-
quencies that are improbable. Also, note that while most
traces only exhibit two-level switching, most of those that
show three-level switching, in fact, have multiple transi-
tions into the third (high) state. Though the limited num-
ber of sweeps imposes significant sampling errors, a histo-
gram of the lifetimes revealed a larger than expected tail
on the distribution of "up" states at high lifetime values
(sweeps containing three-level switching were omitted
from the histogram). All of these properties differ from

those of a fixed two-state system. They cannot be
modeled with a three-state system either.

The most dramatic examples of kinetics differing from
a two-state Markov process are shown in Fig. 7 for
sweeps recorded in one of the C-Cu samples at 4.3 K.
Extensive switching is apparent in the fifth and seventh
traces while the fluctuator is essentially inactive in the
sixth and eighth traces. Such behavior could arise from
two interacting TLS in which one modulates the duty cy-
cle of the other, or in a three-state system. The fluctua-
tions lasted for over an hour, and then abruptly stopped.
The sample was not subject to any transients, electrical or
thermal, and for these reasons, it is not known whether
these dramatically non-Markovian fluctuations were typi-
cal of "equilibrium" properties or not.

NOISE VARIANCE

In most cool downs, analyzable discrete switching was
not found. Even when it was present, simple inspection is
not generally a very sensitive way of analyzing its statisti-
cal properties. We have developed a set of statistical
characterization techniques for noise which are entirely
automated and suitable for use whether or not discrete
steps are detected. An understanding of the statistical
techniques, which have been discussed in a series of ear-
lier articles, ' ' is essential to the interpretation of most
of the data, in which discrete switching was not apparent
or not easily analyzable. The techniques employed here
are reviewed in Appendix B. The noise in both C-Cu and
Si-Au was found to be Gaussian within the sensitivity of
the measurements from intermediate temperatures of
—100—200 K down to —30 K, below which non-
Gaussian effects were usually apparent. At room temper-
ature the noise was always featureless but frequently
non-Gaussian. The variance, obtained from a series of
Fourier transforms, in the measured spectral density in
the ith octave c, normalized to the value for Gaussian
noise (see Appendix B) occasionally showed weakly non-
Gaussian values ef —1. 1 —1.4 even in large-volume Si-Au
samples of -10 ' cm at room temperature, and are
most likely associated with the same mechanism giving
rise to the dramatic increase in the noise magnitude
above T-150 T shown in Fig. 8. Some rather large-scale
rearrangements would be required to account for the
large-sample non-Gaussianity. We did not study this
high-temperature range in any detail.

It should be noted that for one of the samples, which
was close to the metal-insulator transition, artifacts of
universal conductance fluctuation coupling could result
in non-Gaussian behavior from 1ow-frequency modula-
tions of the amp/itude of fiuctuators that would not be in-
dicative of deviations from TLS behavior. On the other
hand, modulations of the duty cycle or characteristic
frequency of fluctuators can only be associated with actu-
al deviations of the fluctuating structure from a simple
two-state model. All samples but one were relatively me-
tallic. Thus, the non-Gaussian effects observed in the me-
tallic samples were not artifacts of the universal conduc-
tance fluctuation coupling. The normalized variances c;
exhibited a range of values and functional forms in the
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4—30 K regime. An example of classical behavior of the
variance for a two-state fluctuator is shown in Fig. 9. In
Fig. 9(a) the variance c, is seen to peak approximately
two octaves above the peak in the power, as expected
whenever the background is Gaussian and equal to, or
larger than, the magnitude of the presumed two-state
Lorentzian component.

Many examples of this type of behavior were recorded.
For the data presented in Fig. 9(b), and in some other
runs, two-state switching was visible in the voltages
traces. Assuming the duty cycle is not too small, this is
usually a sufficient, though not necessary, condition for
the observation of non-Gaussian variances. In many
cases switching is not perceptible. Figure 10 shows a rel-
atively clean feature with weak but measurable excess
variance, for which no switching was observed. As dis-
cussed in Appendix B, the high-duty-cycle fluctuators
have smaller variances than low-duty-cycle fluctuators
with the same power levels. (Here, by high-duty cycle,
we mean close to 50% occupation of each state; low-duty
cycle means that either the high or low state is rarely oc-
cupied. ) Thus, the low variances combined with the rela-
tively strong feature in the spectral density imply one, or
a few, fluctuators with high-duty cycles. The variances in
Fig. 11 were computed on a signal exhibiting low-duty-
cycle, low-frequency switching. The low number of accu-
mulated sweeps accounts for the large scatter in the data.
While the feature is only about twice as large as that in
Fig. 10, the variances are dramatically larger and appear
to increase monotonically with frequency. This type of
behavior is consistent with the low-duty-cycle, low-
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background limit. Assuming that this feature comes
from a two-state switcher, from the ratio of the feature to
the background, the variance should peak about 4+1 oc-
taves above the peak in the power, around the top fre-

quency measured. This holds regardless of the duty cy-
cle.

In one instance the variance data was clearly incon-
sistent with the expected c, for a two-state switcher. We
shall examine this case in some detail because it illus-
trates the surprising amount of information available in
the various fourth-order statistical properties. Figure 12
gives the variances as a function of temperature for the
spectral densities given in Fig. 2. The observed variance
peaks approximately one octave below the peak in the
power, and is thus not consistent with the usual model of
two-state switching with a Gaussian 1/f background.
The peak in the variance consistently tracked the power
peak over the whole measured temperature range. Low
amplitude, barely discernable switching was noted, with a
very low-duty cycle of 1+1 event per sweep. The loca-
tion of the peak in the variance is a very weak function of
the frequency exponent of the background spectrum,
whose precise value cannot possibly account for the ob-
served shift. It is highly unlikely that components in the
background could be the source of the excess variance,
since the feature in the spectrum and the peak in the vari-
ance are so well correlated over the whole temperature
range. The data could be accounted for, however, in
terms of a system more complicated than a simple two-
state switcher.

We consider a limited class of modulated two-state sys-
tems consisting of objects whose characteristic rates
and/or fluctuation amplitudes themselves fluctuate. The
object in question could not be produced simply by allow-

ing the overall step size to fluctuate, since that would
produce maximum variance at the peak of the spectrum.
Likewise, fluctuations in the overall rate, produced by
barrier-height fluctuations, could not account for the
data. These would simply shift a Axed spectral power
around, giving negative correlations between the power
fluctuations in different octaves, but such negative corre-
lations were not observed. Fluctuations in only the faster
of the two characteristic rates, in the limit of low-duty
cycles, would not produce any fluctuations in the noise
power at frequencies much above the characteristic fre-
quency, since the effects due to the fluctuating duty cycle
and due to the fluctuating characteristic frequency would
cancel in that range. In fact, one can show analytically
that for such a model, the peak in the variance occurs a
factor of 3' lower in frequency than the peak in the
power, for small variations of the fast rate. Since we
could not devise any other simple models which were
consistent with the covariance matrices and power spec-
tra and their strongly correlated temperature depen-
dence, we believe that a model in which only the faster of
the two rates for a switcher fluctuates, probably approxi-
mately describes this unusual case. A small, very low-
duty-cycle switcher was barely observable in these runs.

In summary, a range of functional forms of c; were ob-
served. Most of the range is consistent with the broad
distribution of duty cycles, conductance step sizes, and
characteristic rates expected for two-state systems in
glasses giving universal conductance fluctuation noise. In
one instance, however, the spectrum of the variance was
not consistent with that expected for independent two-
leve1 switching. We could only account for this behavior
in terms of a fluctuator, one of which characteristic relax-
ation rates itself fluctuated.

SECOND SPECTRA

Second spectra were acquired on most of the samples.
We will be primarily interested in the frequency depen-
dence of the second spectra, which reflects the temporal
dependence of the excess (non-Gaussian) power Auctua-
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tions (cf. Appendix B). For noise with normalized vari-
ances close to unity, the second spectra were white noise
as expected. Independent or random two-level switching
should also have approximately white-noise second spec-
tra, regardless of the variance. An example of this classi-
cal behavior for independent switching is shown in Fig.
13 for data from Si-Au at 10.5 K. The second spectra are
given for each of the top seven octaves of the power spec-
trum. The spectra are plotted in terms of the power per
unit frequency, so white-noise spectra appear flat, and the
magnitude is normalized to unity for Gaussian noise for
each octave. The limited number of second-order sweeps
accounts for substantial sampling error in the lowest
second-order octaves. The data was smoothed by
nearest-neighbor averaging. These second spectra
confirm the presence of at least some Auctuators that
behave as noninteracting TLS, at least on the time scale
of the measurement.

Of the data that showed signi6cant excess variance,
however, a majority (six of seven) had non-white-noise
second spectra. Second spectra computed from 13
second-order sweeps from C-Cu at 5.3 K are shown in
Fig. 14. No switching was evident in the voltage traces,

and the variances were relatively small, reaching a max-
imum of 1.29 in octave 9 and remaining less than 1.2 in
all other octaves. Strong low-frequency components are
seen to dominate the second spectra for octaves 8, 9, and
10. The low-frequency components of the second spectra
are not a result of linear drift in the power, as the power
was stable throughout all 13 sweeps. After subtraction of
the white-noise component, the excess non-white-noise
component is found to scale as f ' f '— for octaves 9
and 10. The excess second spectra can be interpreted as
the spectral density of some variable which modulates the
noise power. In terms of a TLS picture, the results indi-
cate that TLS are subject to low-frequency interactions.
The second spectra measured on the signal showing
strong switching in Fig. 9 is given in Fig. 15. The non-
white-noise component is similar to that in Fig. 14, and
the magnitudes of the white-noise and the non-white-
noise components clearly peak in the same octaves. In
this case it is obvious that the power and excess variance
are completely dominated by the switching, and the non-
white-noise component must be associated with anoma-
lous switching of the Auctuator. The essential point is
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that the second spectra reveals such behavior regardless
of whether switching is visible in the voltage traces.

We consider another case in which it is possible to ana-
lyze the data, and the nature of the modulations, in more
detail. Figure 16 shows the second spectra computed
from two second-order sweeps on Si-Au at 7e4 K. The
spectra are white noise at high frequencies, and scale
more like I/f to I/f at low frequencies. Examples of
the voltage traces are given in Fig. 17. Direct inspection
of the second-order sweeps, given in Fig. 18, reveal that
at least in this case the low-frequency components are
continuous and nonmonotonic fluctuations, and likely to
be associated with the same fluctuating degree(s) of free-
dom responsible for the large white-noise component.
The average spectral densities and variances from each of
the two second-order sweeps are shown in Fig. 19.

The data are roughly consistent with that expected for
a non-Gaussian fluctuator with a relatively Gaussian
background. The powers and the variances of each of the
two sweeps, however, are seen to differ by a non-
negligible amount. On the basis of this data and the cor-
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FIG. 16. Second spectra are shown from Si-Au No. 1 at 7.4
K, with a sampling rate of about 390 Hz. Uncertainties are
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FIG. 17. The resistance vs time sweeps for Si-Au No. 1 are
shown, for the same data as in Fig. 16.
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responding second spectra, it can be shown that the large
low-frequency components of the second spectra are asso-
ciated with slow fluctuations in the duty cycle of the fluc-
tuator, and not its amplitude. Note first that in Fig. 19
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FIG. 20. Several second-order cross spectra are shown from
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FIG. 21. Second-order sweeps exhibiting switching, from C-Cu No. 1 at 16.1 K, with a data sampling rate of 852 Hz. The same
normalization is used as in Fig. 18.

the sweep with greater power exhibited lower variances.
This is what we would expect if the duty cycle was larger,
on the average during the lower variance sweep. In fact,
the change in the variance might be even more pro-
nounced if the effects of the background could be
suppressed. The change in the peak power of —50%
(after subtracting the background) is roughly consistent
with the change in variance, if the duty cycle changes
from an average of two events to three events per sweep.

If, on the other hand, the amplitude of the switches
had changed instead of the duty cycle, we would expect
the variance to remain constant since amplitude factors
are divided out in the normalization for c;. In the pres-
ence of a Gaussian background, we would, in fact, expect
the variance to increase with increasing power, not de-
crease as observed. Thus, it is the duty cycle and not the
amplitude that is fluctuating. It might be argued that
drifts in the amplitude are dominating the variance, and
that the drifts were simply stronger during the second
sweep than the first. This possibility can be ruled out
since the second spectra of the second sweep shows
slightly smaller low-frequency components than the first
sweep. Note that if the characteristic frequency of the
fluctuator was changing as opposed to the duty cycle,
then the non-white-noise components of the second-order
cross spectra (between octaves on opposite sides of the
peak in the power) would be strictly negative. These
cross terms shown in Fig. 20 are positive, hence, fluctua-
tions in the rate can also be ruled out. Unlike the anoma-
lous variance discussed earlier, this site can be explained
by fluctuations in the slower, not the faster, of the two
characteristic rates for a small duty-cycle switcher.

In summary, the difference in the characteristics of the

noise between the two second-order sweeps is consistent
with a change in the duty cycle of the fluctuator, and not
its amplitude or rate. This implies that the non-white-
noise low-frequency components of the second spectra
are associated with changes in the thermodynamics of the
fluctuator. The universal conductance fluctuation modu-
lation or interaction effects, would manifest themselves as
amplitude fluctuations, and can thus be ruled out.

Modulations in the duty cycle (or frequency) could
only be associated with structural changes. Had the raw
data been available, a direct analysis of the switching
might have lead to the same conclusion. The significance
of the analysis technique employed above is that it may
be used even when switching is not evident, as in Fig. 14,
or when other types of non-Gaussian effects are present.
An example of this case is given below.

During one run in C-Cu at 16 K, dramatic effects were
observed in the second-order sweeps and spectra.
Discrete switching was seen in the second-order sweeps.
A typical second-order sweep is given in Fig. 21. Ten
such sweeps were accumulated over a period of 8 h. The
switching was very stable, with all sweeps looking essen-
tially identical to those shown, and persisted until the
sample was reannealed. No switching was evident in the
first-order sweeps, and the spectral density, given as the
16 K data in Fig. 1, was almost featureless. From the
magnitude of the second-order switching it can also be
determined that the rms voltage fluctuations, while in the
"up" state, were —15% above those in the "down" state.
The second spectra for this data is shown in Fig. 22.
After subtracting the Gaussian contribution of unity
from the second spectra, this "excess second spectra" is
seen to have approximately a Lorentzian form, as one
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would expect for random two-state switching. This scal-
ing can also be seen in the second-order cross spectrum
given in Fig. 23, where the Gaussian contribution in-
herently averages to zero. The observed switching can be

FIG. 22. Second spectra are shown for the data shown in Fig.
21.

modeled most simply in terms of a three-level system.
For example, the system may fluctuate relatively quickly
between two higher-energy states, but sit dormant a ma-
jority of the time in the third lowest-energy state.

Anomalous behavior was also seen in second spectra
acquired in sample C-Cu No. 3. Representative second
spectra and the corresponding spectral density and c, are
given in Figs. 24 and 25. The variances are relatively
low, and Gaussian contribution has been subtracted from
the second spectra to emphasize the frequency depen-
dence of the non-Gaussian part. Unlike the previous
data, the second spectra here show a range of behavior.
Octaves 6 and 7 appear nearly Gaussian in the top half of
the second spectrum, and weakly non-Gaussian in the
lower half. Octaves 4 and 5 have relatively clean frequen-
cy independent excess second spectra, while octaves 8, 9,
and 10 display inverse-power scaling closer to 1/f over a
comparatively broad range. The data is consistent with
one fluctuator acting as an independent TLS, at or below
octave 4, and a separate fiuctuator with a —1/f second
spectra, centered around octaves 9 and 10. The back-
ground noise, which dominates in octaves 6 and 7 inter-
mediate between the two fluctuators, is nearly Gaussian.
Some structure is apparent in the second spectra of oc-
taves 8, 9 and 10 at around 10 mHz. The postulated
low-frequency fluctuator cannot be associated with this
structure, as octave 4 corresponds to -2 Hz.

Non-white-noise second spectra may occur for reasons
independent of the fluctuator dynamics. Two closely
spaced fluctuators may have independent kinetics yet "in-
teract" electronically in the sense that the conductance
switching 5G due to one fluctuator depends on the
configuration of another. Aside from the usual universal
conductance fluctuation interaction which applies to all
defects within a dephasing length L; of each other, anoth-
er interaction mechanism exists in samples close to the
metal-insulator transition. For such samples, current
paths are very inhomogeneous on the scale of L, , and a
fluctuating TLS may induce large fluctuations in the
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FIG. 23. Some second cross spectra are shown for the data
used in Figs. 21 and 22.

FIG. 24. Second spectra from C-Cu No. 3 at 8.3 K with a
sampling rate of 852 Hz are shown.
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FIG. 25. The first spectrum and variance for the data used in

Fig. 24 are shown.

frequency modulations in the power of higher-frequency
noise components, implying that the low-frequency fluc-
tuator kinetics cannot be completely described by models
employing independently fluctuating two-level objects.
During one run, discrete switching of the power was visi-
ble in the power-time series, or second-order sweeps, and
in another instance the low-frequency modulations were
found to be associated with fluctuations in the duty cycle.
Finally, direct evidence of non-TLS behavior was seen in
some of the voltage traces exhibiting switching, though
unlike the anomalies seen in the second spectra it is not
clear how common such occurrences are.

The utility of noise measurements as a probe of the
low-temperature properties of amorphous materials has
been demonstrated. The combination of characteristic
rates and temperatures that we have studied are not easi-
ly accessed by the other standard techniques. Relatively
convenient techniques requiring only conventional pho-
tolithography equipment have been developed for the fa-
brication of suitable nanometer-scale samples. The sta-
tistical parameters employed in this work, in particular,
the second spectra, have proved useful in quantifying as-
pects of the excitations not accessible by ordinary spec-
tral analysis.

current density near other TLS's in neighboring phase
coherent regions. Unlike the other samples C-Cu No. 3

(Figs. 24 and 25) was, in fact, close to the metal-insulator
transition, and so the occurrence of such modulation
effects cannot in general be precluded. It should be noted
that the occurrence of different frequency dependencies
for second spectra in the same data set would not be ex-
pected if the noise had an extrinsic origin such as temper-
ature or current fluctuations.

SUMMARY OF FINDINGS

In summary, the spectral features and discrete switch-
ing seen in nanometer-scale wires comprise the first ob-
servation of individual fluctuators in amorphous conduc-
tors in the metallic regime. The fluctuator density of
about 1X10' /K-octavecm agrees well with the typical
time-dependent heat capacity of amorphous materials.
The features observed in the noise measurements exhibit-
ed both thermally activated and tunneling behavior, as
had been expected. One of the observed features showed
thermally activated behavior near 10 K, with an activa-
tion energy of 15 meV, and in another case the data indi-
cated a crossover from a weak to a strong T-dependent
regime. Other features, including one at 30 K, were
found to have weak T dependence consistent with tunnel-

ing kinetics. Distinguishable discrete switching, observed
in most samples studied, was found to occur between two
conductance levels except in one case in which the con-
ductance switching occurred between three levels.

Several statistical parameters, in particular the second
spectra, were used to quantify aspects of the fluctuations
for which a simple TLS picture would give known results.
Anomalous effects were usually evident in the second
spectra, as long as the noise contained measurable levels
of excess variance. These effects took the form of low-

DISCUSSION

The electron densities in the Si-Au and C-Cu systems
studied were suSciently low that one expected the fluc-
tuator kinetics in these systems to be similar to those of
the well-studied amorphous insulators, at least for T) 1

K where phonon mediated interactions should dom-
inate. Several groups have observed discrete conduc-
tance jumps in semiconductor nanostructures, ' includ-
ing ones with amorphous junctions, and in devices con-
taining oxide tunnel junctions. In these systems the noise
and the switching are dominated by processes involving
charge trapping. Such fluctuations are a small subset of
the modes contributing to the heat capacity and are sensi-
tive to Coulomb interaction effects. Thus, it is not clear a
priori that their behavior would be similar to that of the
most numerous slow modes. Likewise, the conductance
steps found in metallic systems ' ' do not generally
reflect the behavior of amorphous materials. In the most
nearly amorphous metal studied, it is not known whether
the density of fluctuators was close to the expectation
from the standard heat-capacity anomaly. ' While it is
not certain that the modes observed in the current experi-
ments are qualitatively the same as those which dominate
the therma1 properties at slightly lower temperatures,
both the density found and the expectations for universal
conductance fluctuation noise indicate that we are ob-
serving atomic motions in a nonspecific way. We cau-
tion, however, that without direct measurements of
time-dependent heat capacity coupled with more accu-
rate noise measurements of the density of states on simi-
larly prepared films, the possibility remains that the noise
is dominated by a set of fluctuations which involve atypi-
cally large atomic rearrangements.

That the noise was usually Gaussian when the spectral
density was featureless, and that the features, when
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present, were usually stable, implies that significant
structural rearrangements are not prevalent on the time
scales of the measurements. In fact, the size of the
features and their temperature dependences, over the
range for which those dependences were reversible, were
in very nice agreement with the extrapolated behavior of
a conventional TLS picture. In most cases, the largest
component of the non-Gaussian spectral variance was
also consistent with such a picture.

On the other hand, second-order traces like those
shown in Fig. 18, which appear to be more the rule than
the exception, indicate clearly that deviations from
independent-TLS behavior occur and are probably com-
mon. The deviations from TLS behavior indicate interac-
tions with something slow. Since universal conductance
fluctuation theory would predict that essentially all atom-
ic motions show up in the noise, and since the approxi-
mate number of fluctuators found agrees reasonably with
expectations from thermal measurements on amorphous
materials, the obvious interpretation of the slow modula-
tions in the properties of individual fluctuators is that
they are due to interactions with fluctuators of the same
general type. The low-frequency modulations are con-
sistent with the general notion of strong strain mediated
interactions. ' '

As the energy splitting of one double-well system is
changed by strain mediated interactions with a neighbor-
ing double-well system fluctuating at some lower frequen-
cy, the noise power will undergo low-frequency modula-
tions. If, for example, the strain interaction predom-
inantly affected the energy asymmetry AE and not the
barrier height, then we would expect modulations in the
duty cycle and not the characteristic frequency. The
second spectra would be identical to that expected for a
three-level system in which one of the states had a much
larger lifetime than the other two. In this case,
Lorentzian-like features would be seen in the second
spectra, as in Fig. 22. Featureless second spectra, such as
l/f, could not easily be accounted for in this type of
model, since the 1 lr range of the strain interactions
should limit the number of pairwise interactions for a
given TLS.

There may be some problem in quantitatively account-
ing for the strength of the interactions observed, given
that the dim ensionless parameter characterizing the
strain interaction strength in a standard TLS picture is
about 10 . However, we believe that this problem will
be best dea1t with by theorists.

Apart from characterizing other systems, future work
in this area should address several specific issues. Is the
noise below the plateau regime any different, in particu-
lar, do the interaction effects change? Are non-white-
noise second spectra as common in other systems as they
were found to be in the samples studied here? It would
be useful to know the typical frequency dependence of
second spectra to ascertain, for example, whether the
fluctuators often have a few-levels character. This will
require data on a larger ensemble of features, possibly
over a larger frequency range. If models for interacting
TLS are developed further, it may be possible to tailor
other statistical measures to test them specifically. Better

limits on the magnitude of the conductance jumps could
provide clues to the size of the defects or clusters in-
volved in the excitations. It may be possible to perform
heat-capacity and thermal conductivity measurements on
the same type of films as those used in noise studies, al-
lowing a more quantitative analysis of the data and a
more reliable connection between the noise characteriza-
tion and the thermally important modes. Finally, we
note that some of the techniques developed in this study
may be useful for other applications; non-Gaussian effects
in small-volume samples of spin glasses may discriminate
between several proposed spin-glass models.
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APPENDIX A

Here we discuss how to calculate the density of two-
state systems from the variations in the spectral shape.
First, we show how to calculate the variation in the spec-
tral shape from the fluctuator density, then use simple
Bayesian ideas to invert the procedure.

The random variance in P(co) (henceforth called P
without ambiguity) is easier to calculate analytically than
is the random variance in y. However, the former quan-
tity is more likely to be affected by systematic differences
between samples or by systematic annealing effects. We
proceed to calculate the former quantity, and then use
the very convenient simplifying assumption that the stan-
dard deviation of y is much less than one to calculate the
latter. First, we calculate the variance in P for a collec-
tion of equally large Lorentzians as a function of their
density in log of characteristic frequency. Then we con-
sider the effects of allowing a distribution of amplitudes
corresponding to a flat distribution of level spacings to
obtain a spectral variance as a function of density in
energy-log frequency space. Then we calculate a correc-
tion to allow a distribution of amplitudes from the ran-
dom effects of any atomic motions on the universal con-
ductance fluctuation term. Finally, we show how to con-
vert the fractional spectral density variance into a spec-
tral slope variance on the assumption that neither is too
large.

Consider the power spectrum from a finite number of
fluctuators for which the logarithm of the rates ~ ' is
uniformly distributed between the logarithms of v. ' and

~+, and for which the amplitudes are also distributed
about some mean. Such a spectrum wi11 show deviations
from pure l/f We wish to find the ma. gnitude of the
fluctuations about the broad-band average as a function
of the density of fluctuators. Let P (co) =g;S(co, r, ),
where

S(co,r;) =r, /( I+r;cu )

is the Lorentzian of the ith fluctuator. If we assume the
Lorentzians all have the same amplitude, the fractional
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variance, or bumpiness, of P (co) can be defined

& (~ 5P ) & I& coP &
=

& ( co 5S ) & /N & cps &

The quantities coP and ~S are proportional to the octave
sum of the power at co. N is the total number of fluctua-
tors in the interval [r, r+ j and w 5P
—:[~P(co } —&coP &], where & coP & ln2 is the power per oc-
tave averaged over all octaves. Since only the product ~~
enters the terms containing S (co, r), the averages & & on
the right-hand side represent averages over co~. When
evaluating & & as a function of frequency, it is obviously
important that all octaves be weighed equally, as opposed
to equal weighting per unit frequency window. It is easi-
est, thus, to interpret & & as an average over all r with co

held fixed. We must impose ~+ ' &&co &&~ ' and
0 & ~+ & ~ in order to avoid divergences. Evaluating the
averages for S we get

& ( coS) &
= [I (nr+/ r ) ] ' f (cps } d r/r

=
—,
' [ln( r+ /r ) ]

&cps &
—= [ln(r+/r )] ' f (cos)d /rr
=(n./2)[ln(r+/r )]

The fractional variance for one fluctuator in the window
,~+ j is well defined even though the quantity is much

greater than unity

[&(~s)'& —&~s &']/&~s &'= &(~s)'&/&~s &'

=(2/n )ln(r /+r) .

In terms of the average number of Lorentzians n' per fac-
tor of e in r we have N =n' In(r+/r ) and thus

&(a&5P) &l&(coP& =&cps} &IN&ass& =2/n'n . (Al)

Now suppose that the Lorentzian amplitudes are dis-
tributed as well as the characteristic times, and that the
distributions are uncorrelated. In general, for any func-
tion f (x,y) =g (x)h (y) with separable distributions p„
and p for x and fory

& f'&= f fg'h'p„p dx dy=&g'&&h'&

and so

&(5A) &/& A & =(1/N)E+ l6kT =1/6q . (A3)

A density of q = 1 corresponds to one fluctuator per fac-
tor of e in ~„/~d, or equivalently per kT in level splitting.
Combining the equations above, and defining no=n'q,
the total fractional variance due to a finite density of
Lorentzians distributed in both duty cycle and rate is

&(co5P) &/&coP &
= I/3n n 0. (A4)

The term no represents the density of Lorentzians per
factor of e in rate, per factor of e in duty cycle. Equa-
tions (A 1) and (A4) have been confirmed in simulations.

We may now consider the effect of having a spread in
the size of the Lorentzian contributions not due to a
spread in duty cycles but rather due to the random effects
on the conductance of any particular motion of a few
scatterers. We again use the factorizability of the mo-
ments of independent distributions, assuming that this
amplitude distribution is independent of the frequency
and duty-cycle distributions. The most plausible approxi-
mation is that, since universal conductance fluctuation
effects arise from the sum of many weakly correlated in-
terference terms, localized two-state systems would give
rise to a Gaussian distribution for the effects of the
switching on the conductance. The magnitude of the
Lorentzian contributions goes as the square of that effect.
Thus, the fractional variance in the spectral density, for a
given concentration of fluctuating sites, will be enhanced
by the ratio of the fourth moment to the square of the
second moment of the Gaussian distribution, which is a
factor of 3, giving

& A & =(1/E+ ) f sech (E/2kT)dE=2kT/E+,

& A & =(1/E+ )f sech (E/2kT)dE= 4kT/E+

and the fractional variance for one fluctuator occurring
with uniform probability in [O,E+ j is

&(5A ) & I& A & =& A &I& A & =E+ l6kT

(for one Lorentzian). If, instead of one fluctuator in E+,
there are q fluctuators per kT spread in E, then the total
number of fluctuators in N =qE+ /kT, and the total frac-
tional variance due to the amplitude spread is

& f'&I&f &'=(&g'& l&g &')(&h'&I& h &') . (A2)
&(~5P)'&I&~P &'= I/~'n . (A5)

The contributions to the variance are separable in this
case, and the fractional fluctuations due to the amplitude
spread can be computed apart from the ~ spread.

Of interest is the amplitude distribution for a double-
well system with a spread of energy splittings E mostly
due to a spread of well asymmetries hE. If the charac-
teristic high-state and low-state lifetimes are ~„and ~d,
and v„/vd =e ", and if the spectrum is S
= A ~/(1+~ co ), then the amplitude factor A is propor-
tional to

r„rd I(r„+rd ) -sech (E /2k T) .

Assuming a uniform distribution for E over [O, E+ j, the
relevant averages are

Here n is the total density of states per factor of e in fre-
quency per kT in energy, as would appear in the time-
dependent heat capacity.

So long as the fractional variance in the spectral densi-
ty is small, the variance in y can be computed from the
random slope contributed to coP by each Lorentzian.
When the Lorentzians are sparse, variations in the
denominator in the logarithmic slope become important,
making a problem which we could solve by simulation
but not analytically. In the large n limit to convert the
variance in spectral density to a variance in spectral
slope, we need only to compute the ratio of the contribu-
tion of a single Lorentzian to the second moment of the
derivative of P with respect to inca to its contribution to
the second moment of the spectral density. The result is
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((5y) ) =[((co5P) )/(cuP) ]f exp(2z)/(1+ exp2z) dz/f exp(2z)/(1+ exp2z) dz

=[&(~5P)')/&coP) ]/3 .

The results of simulations agree closely with this result
when ((5y) ) is less than 0.1. Under the assumptions
used above, the net result is

((5y) ) =I/3n n . (A6)

Since the statistical errors in estimating the true vari-
ance in the spectral slope from a small number of in-

dependent samples are large, some care is required in
handling the statistics. In particular, it is not appropriate
simply to assume that the range of true variances con-
sistent with the observed variance is given by the range of
observed variances that would be found in multiple ex-
perirnents on a sample whose true variances were equal to
the observed value. The problem of calculating the prob-
ability distribution for an actual parameter from a rnea-
sured value, given only well-defined algorithms for the in-
verse problem, is, of course, a familiar one, for which
Bayesian techniques are best suited. The key step is to
assume a prior probability distribution for the parameter,
incorporating whatever prior knowledge is available.
Here we use a standard assumption —the prior likelihood
of any range of fluctuator densities is simply proportional
to the logarithm of that range. Such a uniform distribu-
tion of probabilities of logarithms is not normalizable,
but when combined with the information from the mea-
sured value gives a well-behaved probability distribution
for the unknown parameter —the fluctuator density.

Since the small variance X in the spectral slope used to
calculate the fluctuator density was determined from five
measurements, its distribution, given an expected vari-
ance Xo, should be approximately a four degree of free-
dom y distribution with conditional probability density
function

p(X~XO) =4(X/Xo) exp( —2X/Xo) .

With our unbiased prior assumption concerning logXO,
we find

p(XO~X)=4(X /X ) exp( —2X/X ) .

Of more direct interest is the probability density function
for the variable proportional to the fluctuator density
(1/Xo)=—Yo. Our prior assumption of a uniform loga-
rithmic density function for Xo is, of course, equivalent
to the same assumption for Yo..

p( YO~X)=4X Y exp( —2XY),

by simple change of variables. Then ( Yo) =1/X, as one
might naively guess, but Y0=1/2X is the peak of the
probability density function for Yo. Integrating p gives
the probability distribution function for Yo,

1 —(1+2XYO) exp( —2XYO) .

The confidence limits are then simply obtained by nurner-
ically evaluating this probability distribution function.

There is a 10% chance each for Yo ) l.9/X or
Yo (0.27/X, giving an estimate of Yo =0.72/X
( X2.7—') with 80% confidence, where we have, for sim-

plicity, chosen the geometric mean of the confidence lim-
its as the estimate. Similarly, Ye=0.67/X( X3.7+—') with
90% confidence.

APPENDIX B

We briefly review the statistical techniques for analyz-
ing non-Gaussian effects in the time series here. Detailed
discussions of the additional points may be found else-

The covariance matrix, the associated second spec-
trum, and other statistical parameters are defined. Let P;
be the power in frequency bin i resulting from the
discrete Fourier transform of a noise signal. Repeated
sarnplings of the power P& give an ensemble or distribu-
tion p(Pi, ) that characterizes the noise. If the noise is
Gaussian then the real and imaginary components of the
discrete Fourier transform will have Gaussian distribu-
tions. Then it can be shown that the distribution

p(P) = exp[ P/(P ) ]/—( P )

for which the variance ((5P) ) = (P ), where (P) is the
mean power. Instead of studying P;, we usually study the
octave sum 0;=giP„where the sum extends over all
bins k in octave i. In this case the variance
(50; ) = gi, (Pi, ) . If the spectrum is white noise then
the distribution p(O, ) can be seen to be a 2m, degree of
freedom chi-squared distribution where m, is the number
of bins in octave i, and the variance becomes

gi, (Pi, ) =(0;) /m;. We define the normalized covari-
ance matrix c; by

c,, = (5O,') /y& P„)',
k

where the summation extends over all bins k in octave i
and, for i',

c„=(5O, 5O, ) /((5O') &5O') )-'" .

If the noise is Gaussian then ( c;; ) = 1, and since fluc-
tuations in distinct bins are uncorrelated then (c;~~ ) =0.
For a given sampling rate a spectrum can be conveniently
divided into approximately seven well-defined octaves, so
the covariance matrix indices (i,j) extend from 1 —7.

As a simple example consider a 5% duty-cycle two-
level switcher (r;„/r,„=—,'„where r refers to the aver-
age lifetimes for each of the two states of the TLS) with
characteristic frequency fo, in the presence of a 1/f
Gaussian background signal. The variance c, for this
signal is given in Fig. 26 for the case of a switcher to
background power ratio of 1, evaluated at fo. At high
and low octaves the background dominates and c=1,
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FIG. 26. The normalized variance as a function of frequency
is shown for a two-state random telegraph in the presence of a

1/f Gaussian background. Two duty cycles are illustrated.

while in octaves near fo the signal variance significantly
exceeds the Gaussian prediction. In the low-duty-cycle
limit the switcher signal can be thought of as a series of
pulses, and the increased power variance results from the
increased fractional variance ((5m ) ) /( m ) in the
number of pulses (m) occuring per sweep. As the duty
cycle decreases at fixed power values the variance

c; = ( (5tn ) ) /( tri ) =(;„/~,„)

will increase. Analytic expressions for c; which can easi-

ly be evaluated for the low-duty-cycle limit are in agree-
ment with simulations. ' ' Simulations of the high-
duty-cycle limit (r;„/r, „=1) lead to variance spectra
which are slightly lower in magnitude and which peak
about one to two octaves above the equivalent low-duty-
cycle peak. ' If the background is Gaussian, the excess
variance c; —1 scales as the square of the ratio of the
spectral density of the non-Gaussian component to the
total spectral density. For all signal-to-background ratios
and arbitrary duty cycle, c; is always found to peak at
least one and one half to two octaves above the peak in
the power, and the peak octave will move to arbitrarily
high frequencies as the signal-to-background ratio in-
creases. Given the spectral density 0;, the variance c;,
and the background, one can uniquely determine the am-
plitude and duty cycle of a two-state switcher. In prac-
tice, uncertainty in the background limits the accuracy of
the prediction.

Other systems which have been modeled include parti-
cles di6'using in a 1 —d random potential, and a facili-
tated kinetic Ising model. Unlike the two-level switch-
ers, however, these systems genera11y exhibit variances
which increase monotonically with octave number and
which are sampling rate dependent. This behavior results
whenever the fractional fluctuations (50; )/(0;) are
roughly comparable in magnitude for all i, and can be ex-
pected for many systems which incorporate strong in-
teractions. These systems are also characterized by fluc-

tuations in noise power in some frequency band which
are slow compared with the characteristic frequency of
the band itself, which suggests that a more complete
description of the time course of the power fluctuations
should be useful.

The "second spectrum" represents such a description
of the kinetics of the fluctuations in noise power. The
second spectrum of octave i is defined as the absolute
square of the fast Fourier transform V of power sam-
plings 0;; letting 8 denoted the second spectrum, we
have R;; = ~ 7[0;]~ . This is defined in exact analogy with
the usual spectral density, except with the voltage sam-
plings I V(t =0), V(1), . . . , V(1023)I replaced with the
power samplings I0;(0),0;(1), . . . , 0;(1023)]. To avoid
confusion, we refer to the power samplings IO; ) as the
"second-order sweep. " Since each second-order sweep
requires (1024) voltage samplings, practical considera-
tions limit the number of second-order sweeps that can be
acquired. Second-order cross spectra can also be defined

[i e., R 1=Re(7[0,]XV'[0;])], the variance c;; can be
expressed in terms of the second spectrum as

g [R;;(cok )]= ((50, )') =c,, QPk
k&0

(where the first sum extends over all frequency bins ex-
cept co=0). A similar equation applies for the off-

diagonal terms. Hence, there is a spectrum describing
the frequency decomposition of each element of the co-
variance matrix.

The central result used here concerns the shape of the
second spectrum for two-state Markov systems. Such a
system is fully characterized by two characteristic rates
for switching between the two states. The fluctuations
are dominated by high-duty-cycle fluctuators, which have
approximately equal values for these two rates. These,
then, have no characteristic frequencies much below the
peak in the ordinary spectrum. Since the highest usable
octave in the second spectrum is about a decade below
the lowest usable octave in the ordinary spectrum, and
nearly three decades below the highest octaves, from
which most of our second spectrum data are taken, high-
duty-cycle two-state fluctuators cannot give significantly
non-white-noise second spectra. For extremely low-
duty-cycle two-state fluctuators, with much less than one
pulse, on the average, per sweep, the likelihood of a pulse
in any sweep is independent of what happened in previ-
ous sweeps, again giving a white-noise second spectrum.
Only two-state systems with characteristic frequencies
near or below the lower end of the first spectrum can give
slightly non-white-noise second spectra, observable main-
ly in the lowest octaves of the first spectrum. Strong fre-
quency dependence in the second spectrum can be ex-
pected in systems involving interacting Auctuators. In
the C-Cu and Si-Au we observed non-white-noise second
spectra mainly in the higher octaves of the first spectrum,
in the absence of any indications of tails of large low-
frequency contributions to the first spectrum, and with
characteristic frequencies usually extending to less than
the lowest frequency observed in the second spectrum.
Thus, this behavior bears no resemblance to the second
spectra obtainable from two-state systems.
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