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Surface melting of Ni(110)
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Disordering and melting of the surface of Ni(110) are investigated using molecular-dynamics
simulations, in which the embedded-atom theory is used to describe the energetics and interatomic
interactions. The surface region disorders at temperatures as low as 1450 K via the generation of
vacancies accompanied by the formation of an adlayer. The development of a quasiliquid region ex-
hibiting liquidlike energetic, structural, and transport properties, and whose thickness increases as
the temperature approaches the melting point, is observed. It is concluded that the premelting of
the surface occurs at T ~ 1700 K.

I. INTRODUCTION

Although the melting of solids is one of the most com-
mon observations of a phase transition, the mechanism of
melting is still an outstanding problem in condensed-
matter physics. ' While the suggestion that melting nu-
cleates at the surface of the solid and then propagates in-
ward and the idea that the surface of a solid may become
liquid at a temperature below the (nominal) bulk melting
point T dates back over a century, a comprehensive
understanding of the phenomena, at the microscopic lev-
el, is still lacking.

Surface melting, which can be viewed as the wetting of
the solid-gas interface by the liquid (or quasiliquid, see
the following) upon approaching the triple point, pro-
vides the opportunity for investigating surface phase
transformations and solid-liquid interfaces using modern
surface-science techniques. While numerous attempts to
detect surface-initiated melting phenomena have been
made, it is only recently that direct observations of
surface melting have been made on a microscopic level,
employing atomically clean, well-characterized surfaces.
The first direct observations were made using Ruther-
ford backscattering, in conjunction with shadowing and
blocking. Since then, other techniques have been em-
ployed such as calorimetry, ' ' ellipsometry, ' ' elec-
tron diffraction, ' microscopy, neutron and x-ray
diffraction, quasielastic neutron and helium scatter-
ing, and even visual inspection with the naked
eye 307 3 1

The genesis of theoretical investigations of surface-
melting phenomena may be traced to the classic paper by
Burton, Cabrera, and Frank, who pointed out that
above a characteristic temperature, T&, the structure of
the surface region of a crystalline solid may depart from
the structure corresponding to the terrace-ledge-kink
(TLK) model due to a phase transition that they have
termed as surface melting, and that has been later called
the roughening transition (perhaps this is the cause of
some confusion in the literature between the two
terms, ' ' which occasionally were taken to be
synonymous). Surface melting, as distinguished from

roughening, involves a lack of registry of the atoms in the
premelted surface region with respect to the underlying
crystal, resulting in liquidlike properties of that surface
region. However, the atoms in the premelted finite-
thickness film are influenced by the presence of the un-

derlying crystal. Therefore the surface-melt layer at the
initial stages of the process, should be regarded as a
quasiliquid exhibiting structural, dynamical, and trans-
port properties that are intermediate between those of the
solid and the bulk liquid. It is the formation of the thin
quasiliquid layer (QLL), whose thickness grows as the
temperature approaches T, which one terms appropri-
ately as surface premelting. '

While the Lindemann melting criterion, applied to
the surface region, has been used to rationalize the ex-
istence of surface premelting (due to the softening of vi-
brational modes near the surface, i.e., larger root-mean-
square thermal displacements of surface atoms), the ap-
plicability of this criterion to surface melting shares the
same deficiencies encountered in applying it to bulk
solids.

Most theoretical approaches to surface melting are of
thermodynamical' and/or phenomenological na-
ture, including lattice dynamics and stability
analysis, lattice-gas models (employing the mean-
field ' and the cluster variation methods ), and Landau
theory. Microscopic descriptions of surface disor-
dering and melting phenomena emerged from computer
molecular-dynamics (MD) simulations, which until very
recently employed ' simple pairwise interatomic in-
teractions in the form of Lennard-Jones potentials, which
are appropriate for the description of rare-gas solids and
liquids, but are known to be inadequate for metals. It has
also been emphasized that faithful simulations of such
phenomena require extra precautions in order to avoid
erroneous conclusions originating from failure to achieve
true equilibrium (i.e., insufficient simulation time span)
and finite-size effects (i.e., cutoff of low-frequency, long-
wavelength modes in the vibrational spectrum due to the
finite size of the calculational cell and the application of
periodic boundary conditions, and inherent fluctuations
in system properties due to the finite number of particles
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in the calculational cell).
In this study, we investigate, using MD simulations,

the structural and dynamic behavior of the Ni(110) sur-
face as the temperature of the system approaches the
bulk melting point. In these investigations the energetics
of the material is represented by the many-body poten-
tials obtained via the embedded-atom method (EAM),
which has recently been applied with significant success
in studies of various transition-metal systems, and in par-
ticular the equilibrium properties of solid-to-melt inter-
faces of nickel. Following a brief description in Sec. II
of the EAM and the MD simulation method, we present
in Sec. III results indicating surface premelting close to,
but below, the bulk melting point, as reflected in structur-
al and atomic transport properties, and the formation of
a quasiliquid region. Our results are summarized in Sec.
IV.

II. METHOD

The embedded-atom method' (EAM) is a semiempiri-
cal method that provides a convenient framework for
atomistic calculations of metallic systems. In this
method the dominant contribution to the energy of the
metal is viewed as the energy to embed an atom into the
local electron density provided by the other atoms of the
system, represented by an embedding energy function F,
which is supplemented by short-range, two-body interac-
tions due to core-core repulsion, 4. The basic idea un-
derlying this method is thus the same as that which
motivated the development of the earlier effective medi-
um theory (EMT), and both find their roots in the den-
sity functional theory.

The cohesive energy E„h of the metal is given in EAM
by the ansatz

F; g pj'(&(J ) +—,
' g p;, (R,J ), (1)

i jwi

where p' is the spherically averaged atomic electron den-
sity, and R; is the distance between atoms i and j, locat-
ed at R; and Rj. Thus the background density for each
atom i is determined as the superposition of atomic densi-
ty tails from the other atoms, evaluated at the nucleus of
the ith atom. In the EAM the functions F and P are
determined by choosing for them functional forms that
meet certain general requirements and fitting parameters
in these functions to a number of bulk equilibrium prop-
erties of the solid such as lattice constant, heat of sub-
limation, elastic constants, vacancy-formation energy,
etc. From the several parametrization procedures that
have been discussed, we have chosen the one described
by Foiles in this study of liquid transition metals. These
potentials were used by us recently in studies of the
structure and energetics of the equilibrium crystal to melt
interfaces of Ni(001) and Ni(111), and the melt-to-vapor
interface of nickel. Furthermore, from molecular-
dynamics simulations of nickel, employing the aforemen-
tioned parametrized EAM potentials, we have deter-
mined that the melting temperature of the bulk metal is
1733+22 K, and the latent heating of melting is 0.19
eV/atom is in good agreement with the experimental

values ( T = 1725 K and AH =0.182 eV/atom).
The total energy expression given in Eq. (1), with the

above-mentioned parametrization, is then employed in a
molecular-dynamics simulation in which the temporal
evolution of the system is followed via integration of the
classical equations of motion for the atoms. In our
molecular-dynamics simulations the semi-infinite system
is modeled via a thick slab (15 layers with 70 atoms per
layer) of interacting dynamic particles, exposing the (110)
surface, which in addition interact with five crystalline
layers of a static substrate in the desired crystallographic
orientation. Thus in these simulations periodic bound-
ary conditions are imposed only in directions parallel to
the surface plane. Because of the short range of the
repulsive pair interactions and the finite-range of the
atomic charge densities, it is sufficient to represent the
static substrate by five solid layers. The lattice constant
of the static substrate, and thus the dimensions of the cal-
culational cell in the directions parallel to the surface
plane are appropriate for the temperature of the study.
From constant pressure simulations (P,„,=0) of the bulk
solid, i.e., three-dimensional periodic boundary condi-
tions, we have determined the coefficient of thermal ex-
pansion a=1.2X 10 K ', which compares with the ex-
perimental value (at T=300 K) of 1.3X10 ~ K '. The
lattice constant at temperature T is given by
a ( T)=a ( T =0)exp(a T), where a ( T =0)=3.52 A and T
is in degrees Kelvin.

In order to study the properties of the system at vari-
ous temperatures we equilibrate the system at the desired
temperature for N, integration time steps, ht =1.03
X10 ' sec, followed by a period of Ndht over which
data is accumulated and averaged. Since it is of particu-
lar importance in these studies to assure proper equilibra-
tion of the system at each temperature, we have used the
following criteria that equilibrium at each of the selected
temperatures was achieved: (a) absence of secular trend,
versus time, in the kinetic energy and in the contributions
to the potential energy, (b) a uniform profile of the kinetic
temperature across the system, (c) absence of variations
in the layer diffusion coefficients calculated for different
segments of time, and (d) absence of periodic oscillations
of interlayer spacing and registry in the crystalline part of
the system and absence of variations (beyond statistical
fiuctuations) in characteristic properties (such as struc-
ture factors, and average number of atoms in layers). We
found that to satisfy these criteria the following simula-
tion procedure yields satisfactory results: (i) for T & 1000
K, N,q=10; for T=1250 K, N,q=5X10; for T 1450
K, N, =2 X 10 K, and (ii) Xd = 15 X 10 for T ~ 1712.5
K and Nd=25X10 for T) 1712.5 K. Our simulations
start from the low-temperature solid, and the system at
each successively higher temperature is obtained starting
from the equilibrated system at the temperature below it
and adjusting the lattice constant to the new temperature.
The canonical equilibrium ensembles at the desired tem-
peratures are obtained via stochastic thermalization of
particle velocities in conjunction with the velocity form
of the Verlet integration algorithm.

Integration of the equations of motion yields the
phase-space trajectories for the system from which physi-
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cal properties and their time evolution can be obtained.
To facilitate the presentation of our results, we define for
any property g;, which depends on the phase-space point
(r, , v, } of atom i located at z, (with z=0 set at the bottom
of the dynamic slab and increasing toward the surface) a
local density (per unit length) of that property at z by

deeper regions, and that at the higher temperatures
(T) 1700 K) one may distinguish a liquid film region
whose properties approach those of the bulk liquid. The
interface between that liquid film and the underlying
solid exhibits properties that are intermediate between

p (z)= —gg;exp[ —(z —z, ) /2rr ] .
1

2rro
(2a)

g(z) =pg(z)/p(z) . (2b)

III. RESULTS

In our calculations a value of 0.125 A (i.e., about 10% of
the layer spacing d =a/2&2) is used for the width pa-
rameter o.. This allows us to exhibit our results as con-
tinuous profiles in the z direction.

The particle number density (per length} profiles, p(z),
are obtained by letting g;=1 in Eq. (2a). Other proper-
ties are presented as per particle local densities
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To investigate the variation of the properties of the sys-

tem with temperature we show first in Figs. 1 and 2 the
density and total energy profiles of the system versus dis-
tance (z) normal to the surface plane, for various ternper-
atures. From Fig. 1 (see also last column in Table I} we
note (see in particular the lower temperatures) that the
surface region is relaxed, ' (i.e., b, ,z (0, where
b, »=(d» —d,„,„)/d,„,„); d» is the d~~ta~~~ in the z
direction between layers 1 and 2 of the crystal and
db„,„=a/2&2. We remark that at finite temperatures we
find that deeper layers exhibit only a very small degree of
relaxation. In addition we observe a gradual change of
the density profile with increase in temperature and the
development of an "adlayer" (layer 1=0) starting at
T=1450 K, which is absent at low temperatures. The
atoms in this layer originate from the underlying layers,
as may be seen from Table I. In addition we note that the
distinction between layers is blurred as the melting tem-
perature is approached [see in particular Fig. 1(b)].

Similar characteristics are exhibited in the per-particle
total energy profiles versus z, shown in Fig. 2, where at
each temperature the minima correspond to the layers'
positions. In addition we include for comparison the en-
ergy profile for the liquid-to-vapor interface (dashed line)
obtained from our previous simulations of the equilibri-
um liquid-to-crystal and liquid-to-vapor interfaces at
coexistence. We observe that for all temperatures the en-
ergy of particles in the top region of the solid (layers 1

and 2) is higher than in deeper layers because of the ab-
sence of particles on the vacuum side of the half-infinite
system. In addition we remark that at T= 1733 K the en-
ergy of particles in deep layers is close to that found in
separate calculations for the bulk solid (

—3.995 eV) and
that of particles in the liquid region is close to the value
for the melt (

—3.775 eV) at the solid-to-melt coexistence
point. Thus, the data shown in Fig. 2 indicates gradual
formation of a liquid (or quasiliquid) film on top of the
crystalline substrate. In particular we note that the ener-
gies of particles in the adlayer region are higher than in
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FIG. 1. {a) Equilibrium density profiles of the Ni{110}system
vs distance z, normal to the surface plane for several tempera-
tures. The layer's numbers are denoted on the top abscissa.

0 0
Distance in A, density in A . (b) Enlarged view of the density
profiles in the surface region for T~1700 K; dashed-dotted
(1700 K}, dashed (1712.5 K), solid (1733 K). In addition the
density profile near the surface of liquid Nickel (Ref. 53) at the
triplet point (1733 K) is shown, denoted by the dotted curve.
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TABLE I. Equilibrium averaged number of particles in the topmost layers of Ni(110) at various temperatures. The first surface
layer of the crystal is /= 1. Layer /=0 corresponds to the adatom layer that starts to form at 1450 K. In the last column the percent
of change in the spacing between layers 1 and 2, with reference to the bulk value, is given. The corresponding interlayer spacing re-
laxation at 0 K are 6» = —11.3%, 5» = 1.5%, b 34

—0.8%, and A4, =0.3%.

T (K)
Layer Number

2 3

500
1000
1250
1450
1550
1600
1650
1700
1712
1725
1733

0.0+0.0
0.0+0.0
0.0+0.0
3.9+1.0
8.1+1.7

10.1+2.5
12.9+2.3
14.6+2.4
18.1+2.9
15.8+2.9
26.4+4.0

70.0+0.0
70.0+0.0
70.0+0.0
66.1+1.0
63.4+2.6
61.0+3.2
59.6+2.9
59.3+3.1

56.7+4.5

58.9+3.8
58.1+5.3

70.0+0.0
70.0+0.0
70.0+0.0
70.0+0.0
69.3+2.0
70.0+2. 1

69.3+2.4
68.4+2.7
68.3+3.1

67.6+2.7
70.2+3.8

70.0+0.0
70.0+0.0
70.0+0.0
70.0+0.0
69.4+1.3
69.4+1.6
68.7+1.8
68.6+2.0
68.7+2.2
69.1+2.2
62.1+3.7

70.0+0.0
70.0+0.0
70.0+0.0
70.0+0.0
69.9+0.8
69.6+1.0
69.7+ 1.2
69.6+1.2
68.9+1.7
69.3+1.6
66.5+3.4

70.0+0.0
70.0+0.0
70.0+0.0
70.0+0.0
70.0+0.6
70.0+0.7
70.0+0.9
69.7+1.0
69.6+1.2
69.5+1.3
68.7+2.6

—12
—12
—11
—10
—10
—10
—8
—8
—8
—8

those of the liquid and solid, as expected. Finally we
note that throughout the process deeper layers in the sys-
tem (e.g. , l 8) exhibit properties characteristic to the
uniform bulk solid, and thus we use the properties of lay-
ers 8 + l ~ 10 as reference bulk in analyzing the variations
of the surface properties with increasing temperature (the
influence of the static substrate may be seen for the 3-4
layers closest to it). Further evidence that for all
T(1733 K a region exhibiting bulk properties is main-

tained is provided by the structure factors to be discussed
later and by the values of the spacings between layers (for
7~1~11}that are in agreement (to within 0.15%) with
the bulk values at the corresponding temperatures.

The structure of the system, and in particular the for-
mation of the quasiliquid region can be analyzed using
the layer pair-distribution functions, p&(r1}, shown in
Figs. 3(a)—3(f) for 1000 K~ T~ 1733 K. The equilibrium
p&(r1) functions are calculated as
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FICx. 2. Equilibrium total-energy per-particle profiles of the
Ni(110) system, vs distance z normal to the surface plane for
several temperatures. The minima correspond to layer posi-
tions. The layer's numbers are denoted on the top abscissa. En-

0

ergy is in eV, and distance in A. The dotted curve corresponds
to the energy profile of the surface of liquid Ni at the triplet
point (Ref. 53).

where r;
~~

is the component of r; —r, parallel to the sur-
face plane, ni is the instantaneous number of particles in
layer I, the sums extend over the particles in layer l, and
the angular brackets denote averaging over time. For
reference, the pair-distribution function for the bulk
liquid at the melting point (T= 1733) is shown (dashed
line) for T & 1700 K. As seen from Figs. 3(a)—3(f), the in-
tralayer structure in the topmost layers of the system
(1&3) changes gradually from crystalline to liquidlike
character as the temperature increases. In this context
we recall that the crystal-to-melt interfaces of metals, as
well as other materials, are characterized by a "liquid-
layered" transition region (or quasiliquid region), extend-
ing typically over several layers, wherein structural and
transport properties of the material are influenced by the
crystalline field of the underlying substrate, exhibiting a
gradual transition from solid-to-liquid properties. We
note that for the adlayer (1=0) at T(1733 K, the proba-
bility of finding particles with separations beyond the
first-neighbor shell is small, indicating a tendency for
clustering, which persists even for T=1733 K [compare
the ratio between peak heights in pl(r1) for 1=0 and in
the bulk].

The melting transition of the top region of the solid is
further shown by the layer diffusion coeScients, shown in
Fig. 4 versus temperature, calculated from the particle
trajectories generated in these simulation according to
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that at low temperature [1000 K shown in Fig. 5(a)], the
structure factors are constant throughout most of the sys-
tem, exhibiting a decrease at the surface region. The de-
viation of ( ~St(g~) ~ ) from unity originates from thermal
vibrations and the decrease near the surface reflects the
enhanced vibrational amplitudes of surface atoms. Note
in particular the nonmonotonic behavior of ( ~St(g3) ~ )
near the surface [i.e., ( ~S, (g, )l') & ( IS,(g, )l'&] «r

totol (a)
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0 2
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Q ~ a
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o- ~ L 0

~ ~
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e & x
I I

BOO.O 1550.0 1700.0
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FIG. 4. Coefficients of diffusion in layers vs temperature, for
the Ni(110) system. Solid squares correspond 4o the adlayer
1=0; solid circles correspond to the first layer; inverted triangles
I=2; X's denote the diffusion coefficients in layer 3 and dia-
monds correspond to those in the fourth layer. (a) Total
diffusion coefficients; (b) and (c) diffusion coefficients along the
atomic rows ([110]direction) and across the rows ([00i] direc-
tion), respectively. Note the marked increase in the rate of
diffusion at T ~ 1700 K (particularly for / ~ 3). Diffusion

o 2
coefficients in units of (A /ps) and temperature in degrees Kel-
vin.

T& 1550 K, which reflects a smaller root-mean-square
(rms) vibrational amplitude in the direction normal to the
surface (110) of the first-layer atoms than those of the
second-layer atoms. Upon increasing the temperature,
the magnitude of the surface factors decrease both in the
bulk (because of enhanced vibrations) and in particular at
the surface region (because of enhanced vibrations, gen-
eration of defects, and disorder). In Figs. 5(b) —5(f) we ob-
serve that the structure factors for g2 (circles) and g3 (tri-
angles) corresponding to the first layer are lower than
those for the adlayer (layer 1=0), indicating a higher de-
gree of order in the latter. Apparently the adlayer atoms,
which for these temperatures originate mostly as a result
of the generation of vacancies in the first crystalline
atomic layer (see Table I), distort the structure of the un-

derlying layer. This observation is corroborated by
analysis of atomic configurations of the system and is
similar to that observed previously ' ' in simulations of
the onset of disorder in the Al(110) surface below the
melting point.

The structural data, presented as the natural logarithm
of the squared magnitude of the layer structure factors
corresponding to layers 0~1~6 plotted versus tempera-
ture is shown in Fig. 6. The behavior of the structure
factors versus temperature exhibits two regimes: (i) a
low-temperature regime, T 1450 K, characterized for
all layers by a slow tnonotonic decrease of (~S,(g )~ )
upon increasing the temperature and (ii) a high-
temperature regime, T ~ 1450 K, where the decrease of
( ~S&(g )~ ) with increase in temperature is tnore rapid
for layers in the surface region of the material. In the
harmonic approximation of solids (the Debye-Wailer
theory) ln( ~S(g)~ ) is proportional to T. For crystals,
deviations from linear dependence on temperature can be
explained in terms of anharmonic vibrational effects.
Considerations of these effects yield expressions for
ln( ~S(g) ~

) that contain, in addition to the term linear in
T, terms proportional to T and T and that can be used
to fit the data. The coefficients of the quadratic and cubic
terms depend on derivatives of the potential beyond the
harmonic approximation and can be expressed within
certain models in terms of characteristic material param-
eters, such as the Gruneisen and volume expansion
coefficients. Indeed the calculated data given in Figs.
$(a) —6(c) in the low-temperature regime can be fit by such
expressions. For the surface region, the behavior of the
structure factors in the high-temperature regime cannot
be fit using the above-mentioned expressions, reflecting
the onset of defects and disorder [note also the first ap-
pearance of vacancies and adatoms (l=0), at 1450 K,
shown in the data given in Table I].

We should note that an approximation common to
most theories of the temperature dependence of the struc-
ture factors is the neglect of correlations between the dis-
placements of different atoms as well as between the dis-
placements of individual atoms in different directions.
Obviously the accuracy and interpretation of the fit be-
tween the theoretical expressions and measured or calcu-
lated data depend upon the validity of these approxima-
tions. To examine this issue we have calculated correla-
tions between atomic displacements from the particle tra-
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FIG. 5. Equilibrium averaged layer-structure factors squared ~SI(g ) ~', for a = 1,2,3, denoted by squares, circles, and triangles, re-

spectively, vs layer number, at several temperatures: (a) 1000 K; (b) 1550 K; (c) 1700 K; (d) 1712.5 K; (e) 1725 K; (f) 1733 K. Note
the lower magnitudes of the structure factors at the surface region, and their decrease upon increasing temperature, with the onset of
surface melting for T~ 1700 K. The higher values of ~SO(g2)~ and ~SO(g3)~ than those corresponding to the first layer (/=1) seen in

(b) through (f) indicate a higher degree of order in the adlayer than in the first solid layer, which distorts due to the creation of vacan-
cies and the subsequent formation of the adlayer.

jectories generated by the simulations. We find that
awhile the displacements of individual atoms in different
directions are essentially uncorrelated, the correlations
between the displacements of nearest-neighbor (NN)
atoms are significant (as large as -50% of the mean-
square atomic displacements), and are of larger magni-
tude for atoms both of which are in the same atomic row
(i.e., [110]direction) than those for atoms which are NN
to one another in the direction across the atomic rows
([001] direction). In addition the correlations are largest
for displacements along the [110]direction and are small-
est for displacements along the [110] direction (perpen-
dicular vibrations). Furthermore, larger correlations are
found for atoms in the surface region of the material (3—5
topmost layers). Thus on the (110) surface the vibrational
correlations, like the vibrational amplitudes (see later)
and atomic transport properties, exhibit a crystallograph-
ical anisotropy with an enhancement along the [110]
direction. These results indicate that the values of quan-
tities (such as rms vibrational amplitudes and anharmoni-
city coefficients) extracted from fits to data using the
above-mentioned theoretical expressions may be affected
by the neglect of correlations in the theory. Since the
focus of this paper is on disordering and premelting phe-
nomena, we defer a detailed analysis of the anharmonic
effects and correlations to a future publication.

The data given in Fig. 6 provides further evidence for

the anisotropy of properties at the (110) sur-
face. ' ' ' ' ' ' Comparing the data in Figs. 6(a)—6(c)
corresponding to the surface region, we observe that the
one for gI [Fig. 6(a)] is the lowest (more negative) in both
temperature regimes. This indicates a larger rms vibra-
tional amplitude parallel to the surface plane along- the
atomic rows ([110]direction). This conclusion correlates
with our previous observations concerning enhanced
diffusion and tendency to disorder in the [110]direction
(see discussion following Fig. 4).

A direct measure of the mean vibrational amplitudes
can be obtained from the particle trajectories generated
in the simulation. Mean-squared amplitudes averaged
over layers at 1250 K (below the onset of disorder) are
shown in Fig. 7, for three orthogonal directions. As is
evident, the vibrational amplitudes in the surface region
are higher than in the bulk. We also note that the magni-
tude of the vibrational amplitude of second-layer atoms
in the normal direction is the highest, and is larger than
the amplitude of vibration in that direction for the top-
most layer (I= 1) of the solid (see also our comments in
the context of our discussion of the structure factors).
The enhancement of the vibrational amplitudes of
second-layer atoms perpendicular to the surface plane is
in contrast to the monotonic decrease away from the sur-
face found in simulations employing pairwise (Lennard-
Jones) potentials and may be unique to metals reflecting
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the many-body nature of cohesion in these materials.
We turn next to a discussion of the mechanisms and

energetics underlying the disordering leading to the nu-

cleation, at the surface, of melting (in fact gradual surface
premelting) of the material. As shown in Table I and as
noted in our discussion of the structure factors, the onset
of disorder involves the generation of vacancies in the
topmost layer (1=1) of the crystal at —1450 K and the
associated development of the adlayer (1=0). We also
note that at higher temperature vacancies in deeper lay-

CV

O o0

~ o-
C

NLJ
CV

A

~o~
I

L

o

T=]250K

(a)

or- ~
I

o
Io

(b)

bulk

+ lW

I

~ 1

o~- ~ 0
I

o
Ioo

bulk

+ l&

3- z bulk

+ $ o
V

g
II

~I 'v

PI
ip

)2.0 9.0 6.0

layer
3.0

(

0.0

FIG. 7. Mean square displacements. [((r,—(r ))2), a
denotes displacement direction] of atoms averaged over layers,
below the onset of surface disorder, T=1250 K. The symbols
correspond to displacement along the atomic rows ([110]direc-
tion, squares); across the rows ([001]direction, circles); and nor-
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displacements are given in units of (10a), where a is the lattice
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~A) (adatoms)

ok=1 (vacancies)

ers begin to appear. In this context we should emphasize
the dynamic nature of the process as observed via
analysis of particle trajectories revealing a host of in-
tralayer and interlayer vacancy migration mechanisms.
In Fig. 8 we plot the logarithm of the average number of
adatoms (1=0) and vacancies in the first layer versus
(k&T) '. The fact that the slopes of the adlayer and
first-layer data ar(e not parallel to each other reflects the
fact that at T& 1450 K not all the atoms in the adlayer
(1=0) originate from the first layer (1=1). Using the
slope of the data for 1=1 in Fig. 8 up to 1700 K (above
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FIG. 6. Natural logarithm of the squared magnitude of the
equilibrium averaged layer-structure factors, ~S,(g ) ~', for g, [in
(a)], g2 [in (b)], and g, [in (c)] vs temperature. The symbols cor-
responding to the various layers are defined in the figure. Tem-
perature in degrees Kelvin.

FIG. 8. Natural logarithm of the equilibrium average nurn-

ber of adatoms (1=0, closed circles) and vacancies in the first
layer (1=1,open circles) vs (k~T) ' in units of eV '. Note the
linear relation for the lower temperatures T ~ 1700 K.



41 SURFACE MELTING OF Ni(110)

which premelting of the surface layer occurs) we estimate
a vacancy-adatom-formation energy of —1.0 eV.

The vacancy-formation energy, E„f,can be defined as

E„r=E (N —1, 1)—E(N, O) —E, , (6)

where E(N —1, 1) is the energy of the solid containing
(N —1) atoms and a single vacancy, E (N, O) is the energy
of the perfect solid, and E, ()0) is the sublimation ener-

gy (negative of the cohesive energy per atom in the per-
fect infinite crystal) of the system. Similarly the adatom-
formation energy E,f can be defined as

E,r =E(N + 1, 1) E(N—,O)+ E, , (7)

E,„,f = g [E(!) —( E, )], —
I

(8)

where E(N+1,1) is the energy of the solid containing
(N+ 1) atoms, one of which is an adatom. It is difficult to
obtain E„f and E,f at a specified finite temperature from
the simulations because the small energy differences are
obscured by the fiuctuations in the total energy. Using a
conjugate-gradient energy minimization (i.e., relaxation)
in conjunction with the EAM potentials, we have deter-
mined first the zero-temperature values for the following
quantities: E, =4447 eV (compared to the experimental
value of 4.45 eV); E,&=0.307 eV, and E„&=1.386 in the
infinite bulk solid (compared to the experimental value
of 1.4 eV). In this context we remark that in fitting the
EAM potential parameters only the bulk sublimation
and vacancy formation energies as well as bulk elastic
constants have been used. Therefore, the values obtained
for the energetics of the surface region of the material are
consequences of the EAM potentials rather than fitted
values. The cohesive energy of atoms in different layers,
E (!),is given in Table II. EI is given by the term in large
square brackets in Eq. (1) calculated for atom i in layer!.
We note that this decomposition of E„h is within the
context of the parametrization of the EAM potentials
used by us, and in general is nonunique. Obviously, E(!)
is of smaller magnitude (less negative) for atoms in the
surface layers, converging to —E, in deeper layers of the
semi-infinite solid. The surface energy of Ni(110), E,«
can be obtained from the E(!)values given in Table II

s52(a)

yielding E,„„f=0.9312 eV/atom (i.e., 1700 erg/cm ) com-
pared to the measured crystal-vapor surface energy
(1725 erg/cm ), which represents an average over several
crystal faces, and to the value obtained by using a
different parametrization of the EAM potentials
(1740 erg/cm ).

From Table II the single vacancy-formation energy
[with and without relaxation, E„&(l) and E„&(1), respec-
tively] is smallest in the topmost layer (l= 1) and is larg-
est in the second layer. The magnitude of the lattice re-
laxation energy contribution, E, „i,„(!)to E„f(l), is larg-
est for!=1 and in general is of small relative magnitude
(the value in the bulk, —0.011 eV, is in agreement with
that obtained in previous calculations "'). The fact that
E„&(l) in the second layer (!=2) of the solid is largest can
be explained by examining the effect of a second-layer va-
cancy on the cohesive energy of neighboring first-layer
atoms. To analyze the energetics of vacancy formation in
the topmost layers of the solid, in Table III we give the
number [NNN(!, !'}]of nearest neighbors in layer !' to a
vacancy in layer l and the change in the cohesive energy
of an atom in layer!', which is a NN to the vacancy in
layer ! [!iENN ( l,!') ]. In addition we calculate the
difference between the formation energy of a vacancy in
the !th layer [E„&(l), see Table II] and the nearest-
neighbors contribution to E„r(1),

hi=[E„f(!)+E,]

g NNN(!, !')GLENN(!, !') E(!)—
where E (!)[i.e., the cohesive energy of an atom in layer!
of the perfect solid] is given in Table II. We note that

GLENN(!,

1) is the largest, regardless of! (i.e., for a vacan-
cy in the first, second, or third layer). In addition, the
number of first-layer nearest-neighbors is largest (i.e., 4)
for a second-layer vacancy, which results in a larger
second-layer vacancy formation energy. Finally, to justi-
fy the aforementioned discussion, which is based on
nearest-neighbor interactions, we note (see bottom row of
Table III) that the relative contributions of neighbors
beyond the first NN are small (less than 3%%uo} in all cases.

The formation energy of a vacancy-adatom pair, with
the two separated by a large distance, can be calculated

TABLE II. Energies in layers (1= 1 is the topmost layer of the solid) at T=O K. E(1) is the cohesive
energy [see Eq. (1)]of atoms in layer!. E„&(l) is the vacancy formation energy without lattice relaxation
[see Eq. (6)]. E„„„„(1) is the relaxation energy following the vacancy formation.
E„„(l}=E„,(l}+E,„„„(!)is the vacancy formation energy including lattice relaxation. E„,(1}+E,", [see
Eqs. (6) and (7)] is the formation energy (including relaxation) of a vacancy adatom pair, with the ada-
tom far from the vacancy. Energies are given in electron volts.

1

2
3
4
5

6

10

E (1)

—3.6937
—4.2843
—4.4305
—4.4481
—4.4472
—4.4470
—4.4470
—4.4470

Eo,(1)

0.366
1.731
1.604
1.403
1.395
1.397
1.397
1.397

E„„],„(1)

—0.087
—0.076
—0.077
—0.012
—0.012
—0.011
—0.011
—0.011

E„(1)

0.279
1.655
1.526
1.391
1.384
1.385
1.385
1.385

0.586
1.962
1.833
1.698
1.691
1.692
1.693
1.693
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TABLE III. Energetics of vacancy formation in different layers 1 I 3. NNN(1, 1') is the number of nearest neighbors (NN) to the
vacancy in layers 1~/' 5. GLENN(I, I') is the change in the cohesive energy of a nearest-neighbor atom to the vacancy, in the
specified layer I . b I is the contribution to E„&(l) from more distant neighbors, see Eq. (9).

1

2
3
4
5

E„g(l)+E,

Vacancy in 1=1
NNN(l, I') b ENN (/, I')

0.1887
0.1117
0.0947

0.1134

0.024

Vacancy in 1=2
NNN(1, /') GLENN ( 1,1')

0.2068
0.1223
0.1173
0.1057

0.1710

0.028

Vacancy in 1=3
N ( I, /') hE (1,1')

0.1618
0.1268
0.1016
0.1064
0.1060
0.1390

0.023

TABLE IV. Formation energies, E2„&(I, I'), of nearest-
neighbor divacancies in layers I and I', the sum of two single-
vacancy formation energies E„&(1)+E„&(I'),in layers I and I'
and E,„&(l,l')+2E2 I, where E2,&=0.184 eV is the formation
energy of two nearest-neighbor adatoms far removed from any
vacancies. Energies are given in eV.

bulk

0.207
3.203
1.640
2.607

E„f(1)+E„f(1')

0.558
3.310
1.934
2.772

E2yf( I& I ) +Eq,

0.391
3.387
1.824
2.791

from Eqs. (6) and (7). The values thus obtained are given
under E„r(1)+E,"r in Table II. It is interesting to com-
pare the value for the topmost layer (0.586 eV) with that
obtained when the adatom is located in a site on the sur-
face adjacent to the vacancy. When the adatom and va-
cancy are nearest neighbors to each other the value ob-
tained for the formation energy of the pair is 1.086 eV,
which is larger than that obtained for infinite separation.
The convergence to the infinite separation value is very
rapid (i.e. , positioning the adatom at the next further site
from the vacancy yields 0.558 eV). These results show
that the vacancy-adatotn interaction is repulsive and of
short range.

Having discussed in some detail the energetics of for-
mation of single vacancies and vacancy-adatom pairs we
consider next the formation of divancies. As seen from
Table IV the formation energy of a divacancy in layers 1

and 1' [E2„&(1,1')] is less than the sum of the correspond-
ing single-vacancy formation energies (most pronounced
for divacancies in the first layer). The formation energy
of two NN adatoms (far removed from any vacancies)
equals 0.184 eV, and is also much smaller than
2E,r=0.614. Using these results we find (see Table IV)
that Ez„&(l)+E2,&, i.e., the formation energy of
divacancy-diadatom pair is lower than that corresponding
to the forination of a single vacancy-adatom pair (in oth-
er words two is better than one). In fact we have ob-
served that in the simulations the initial defect that
formed on the surface was a divacancy-diatom pair, i.e., a
near simultaneous jump of two nearest-neighbor atoms
from the topmost layer (1=1) to the adatom layer (1=0).

Further evolution of disorder involved generation of new
vacancies adjacent to previously formed vacancies as well
as divacancy formation. At the beginning of the process
( T= 1450 K) the adatoms originate exclusively from the
first layer. At higher temperatures, vacancies generate in
deeper layers via promotion of atoms to vacancies in the
layer above. Furthermore, the fact that E2 f&2E„ is
reflected in the clustering tendency that we have observed
of atoms in the adlayer (see our discussion in the context
of the pair-distribution functions, Fig. 3).

The development of a large concentration of mobile va-
cancies (and adatoms) via the above-mentioned mecha-
nisms, and the accompanying distortions of the lattice
lead at —1700 K to the loss of crystalline structural and
dynamical character and the emergence of a quasiliquid
region, as reflected in our analysis of the pair distribu-
tions, structure factors, and transport properties.

IV. SUMMARY

In this study we investigated the behavior of the (110)
surface of nickel over a wide temperature range using
molecular-dynamics simulations and employing the
many-body potentials obtained via the embedded-atom
method. In this context we should remark that in studies
of surface premelting employing Lennard-Jones poten-
tials, ' the disordering of the surface region starts at a
lower temperature (relative to the bulk melting point)
than is typically observed and calculated for metals and
has been associated with a roughening transition. How-
ever, as is well known, these pairwise interactions fail to
provide a proper description of metallic systems, casting
doubt on the applicability of these studies for the analysis
of the energetics and dynamics of premelting processes in
metals.

Our results show that structural and dynamical (trans-
port) properties of the system may be discussed in terms
of two temperature regimes: (i) At low temperatures
( T ( 1450 K) the response of the system to increase in
temperature can be explained in terms of anharmonic vi-
brational effects, and for these temperatures there is no
indication for loss of long-range order due to defect for-
mation and/or significant atomic diffusion. Atoins in the
surface region of the material vibrate with larger mean-
square vibrational amplitudes than those in deeper layers
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in the material, and their displacements are largest in the
[110] direction (along the atomic rows) reflecting the
crystallographic anisotropy of the surface. Furthermore
analysis of the temperature behavior of the surface fac-
tors versus temperature indicates that the anharmonicity
of the vibrations in the [001] direction (across the atomic
rows) is larger than that along the [110] and the [110]
directions. (ii) The onset of disorder occurs at T =1450
K via the generation of vacancies in the topmost layer of
the solid accompanied by the formation of an adlayer, a
sharp drop in the structure factors, and an increase in
diffusion at the surface. We observed that the mechanism
underlying this process involves initially the formation of
divacancy-diadatom pairs. Further development of dis-
order and its propagation upon increasing the tempera-
ture to the second and third layers of the solid occur via
generation of vacancies adjacent to previously formed
ones (in the same layer or in the layers above), accom-
panied by the formation of an adlayer, destabilization of
the lattice structure, gradual loss of long-range order and
higher diffusion rates (of atoms and vacancies). The pro-
cess culminates at T-1700 K in the formation of a
quasiliquid surface region (extending over the adlayer and
2—3 layers of the original solid) characterized by interfa-
cial liquidlike structural and atomic transport properties.
In this context it is of interest to note that the approach
to the quasiliquid state is characterized by a crystallo-
graphic anisotropy (enhanced loss of long-range order
and larger diffusion rates along the [110] direction) and
that at all temperatures prior to the melting of the ma-
terial (at —1733 K) the adlayer exhibits a larger degree of
order than the adjacent layer underneath it.

From these observations we conclude that disordering
of the surface region occurs first via anharmonic effects
(T& 1450 K), the generation of top layer vacancies ac-
companied by the formation of an adlayer at T= 1450 K,
the gradual thickening of the defective surface region
(i.e., vacancy formation in deeper layers) at T) 1450 K,
and the eventual formation of a quasiliquid surface region
(premelting) at T=1700 K. Above 1700 K the rate of
loss of long-range order in the crystal and the increase in
diffusion evolve (both in magnitude and spatially) in a
"catastrophic" manner.

It is of interest to remark that while the vacancy driven
mechanism of disordering found in this study is similar to
that found in a previous study of the (110) surface of
aluminum, the temperature at which the Ni(110) surface
premelts (formation of the quasiliquid layer) found in the
present study is much closer to the bulk melting tempera-
ture of the material, then that found for Al(110). This
may be regarded as a reduced tendency of nickel to
premelt. It is of interest to note that this finding is con-
sistent with that reached by van der Veen et al. ' on the
basis of thermodynamic considerations. A systematic in-
vestigation of the microscopic energetic and dynamic ori-
gins underlying the propensity of materials to premelt is
underway.
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