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We report a study of low-frequency vibrational dynamics and electron-vibration coupling in

AgI-doped silver borate glasses, which have been shown to have anomalies which could be connect-
ed to microscopic fractality. By using both Raman scattering and time-of-flight neutron-scattering

spectroscopies, we were able to determine the vibrational density of states and, for the first time in a
fractal system, the frequency dependence of the electron-vibration coupling function C(co). The re-

sults confirm the microscopic fractality of this system. In particular the fracton dimensionality was

determined to be 1.4, and a scaling law behavior of C(co) was confirmed.

I. INTRODUCTION

Perhaps the most interesting consequences of fractali-
ty' in microscopic systems are dynamical anomalies in
vibrational-diffusive motions or in relaxation processes.
In spite of much theoretical work on the subject, to date
no direct experimental determination of scaling behavior
in a relaxation function has appeared in the literature. In
this paper we wish to present such determination for the
case of the electron-vibration coupling function in the su-
perionic borate glass (AgI)„(Ag20 B203)&

In a previous paper, dynamical evidence was present-
ed for microscopic fractality in this system, and the
deduction was made that AgI dissolved in the glassy
borate matrix in the form of a three-dimensional percola-
tion network, containing both the infinite and finite clus-
ters of AgI tetrahedra. The evidence was obtained by
Raman spectroscopy, and thus had the drawback that the
observed spectral density contained not only the vibra-
tional density of states g(co) but also the electron-
vibration coupling function C(co). Since this latter func-
tion was unknown, some reasonable functional form had
to be assumed in order to obtain g(to), and this weakened
the general conclusions on the fractality of the system
and the determination of the fracton (or spectral) dimen-
sionality d from the frequency dependence of the reduced

Raman spectral density Itt (to). What was needed was an
independent determination of g(to).

In this paper we present data obtained by both Raman
and inelastic neutron-scattering spectroscopy taken on
the same samples of the (Agl)„(AgzO Bz03), „system.
From neutron scattering it is possible to obtain a
"neutron-weighed" vibrational density of states g~(co)
which should be reasonably close to the true vibrational
density of states g(co).

Determinations of this type, which show an anomalous
frequency dependence of g(co) which could be related to
some kind of fractality, have already appeared in the
literature for the case of water, diglycidyl ether of
bisphenol A DOBBIN, a constituent of epoxy resins, and
silica smoke-particle aggregates. However, no coupled
Raman neutron-scattering measurement was performed,
and therefore only the fracton dimensionality could be
deduced. In this paper we determine instead not only d
but also the scaling behavior of the electron-vibration
coupling in a system which our data confirm to show
dynamical fractality. As we shall see, C(co) may be easily
obtained from the ratio of the reduced Raman intensity
I„(~)and g„(~).

Our results confirm the conclusions of Ref. 4, and in
particular the assumption (see also Duval et al. ) made
for the scaling behavior of C(to) is verified nicely by the
experiment reported here.
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II. EXPERIMENTAL PROCEDURES
AND DATA ANALYSIS

A. Sample preparation

~ M
C

Disk-shape samples (50-mm diameter, 2-mm thickness)
were prepared in our laboratory following the standard
procedure. We used special grade AgI and AgNO3 from
Erba (Italy). The "B-enriched 820& was supplied by
Centronic Limited (England) and certified as 97%"B. In
order to allow a complete reduction of AgNO3 to Ag20,
the powders were at first heated in a quartz crucible to
700 K for 2 h. Melting was achieved by further heating
to 800 K for 5 h. Quenchrng was obtained by rapidly
pouring and pressing the melted compound into a circu-
lar steel mould kept at 100-150'C. The sample was then
annealed at T & Ts (glass temperature) in order to mini-
mize thermal stresses.

Chemical analysis, T, and density measurements gave
results in agreement with those obtained by similar pro-
cedures by other authors. No evidence of any crystalline
structure was found by x-ray diffraction measurements
performed on the same samples utilized for scattering
measurements.

B. Raman scattering

We have performed light-scattering measurements at
low frequency on superionic borate glasses
(AgI}„(AgzO B203)~ „as a function of the AgI content
(0.50&x &0.70). The measurements have been per-
formed with a standard system in uh (depolarized) and vv

(polarized) configurations. We used the 6471-A krypton
laser line at a nominal power level which was always kept
below 50 mW in order to avoid undue heating of the sam-
ple. The spectra were taken down to 3 cm ' with a spec-
tral bandpass of 0.8 cm '. A slowly varying lumines-
cence background was parametrized and then subtracted
from the scattered intensity.

Previous measurements performed at room tempera-
ture showed a strong "quasielastic" contribution at the
lowest frequencies. Such scattering was attributed to a
polarizability relaxation due to the jumps of the Ag+ ions
in the available sites of the host matrix. Because of the
clearly different nature of the extra scattering and the
phonon scattering, the first was subtracted out. In any
case, the extra scattering is strongly dependent on tern-
perature (see Fig. 1) and at low temperature it is negligi-
ble in the frequency range available to our double mono-
chromator. For this reason the Raman measurements
were performed mainly at low temperature (80 K).

In order to compare the Raman data to the neutron
data, it is convenient to use the reduced Raman intensi-
ty'

I„(co)=I(co)
n co, T +1

where n(co, T) is the Bose-Einstein statistical factor and
I(co) is the experimental Raman spectrum.

For an isotropic disordered solid, the electronic transi-
tion polarizability contains only two independent quanti-
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FIG. 1. Temperature dependence of low-frequency Raman
scattering of x =0.65 sample.

ties: the diagonal elements P„, and the off-diagonal ele-
ments P„&. These two quantities are probed in the usual
90' scattering experiment, where uv(h ) stands for the
geometry in which the incident and scattered electric
fields are parallel (perpendicular).

Using this notation, the reduced Raman intensity is
given by"

(Qo+co)
IR (Qo, co)=, fiVEO g Cb(QO, co)gb(co),

27TC b

(2)

Cb(co) = g P'ul(co)
1

(3)

where only first-order terms of the expansion of the elec-
tronic polarizability tensor as a function of the displace-
ment eigenvectors u, (co) have been retained. In (3}the Qo
dependence of Cb was dropped since we assume off-
resonance conditions. In the low-frequency acoustic re-
gion we assume Cb(co) =C„(co)= C(co) and gb(co)
=g„(co)—:g(co).

The correct evaluation of C(co) is an open problem be-
cause it depends on many physical properties which differ
for different systems. On general grounds, however, we
should expect that in the acoustic-phonon range
C(co}=co,but only few experiments have confirmed this
assumption. " furthermore, at very low frequencies the
Raman spectra of many amorphous systems show the
so-called "extra scattering, " which in many cases is also
temperature dependent; this makes it difficult to check
the co dependence down to the Brillouin shift range.
Thus in this paper we prefer to treat C(co) as a phenome-
nological quantity to be determined experimentally by
comparing the Rarnan data with the neutron data.

where Qo is the frequency of the incident light, co is the
Raman shift, Eo is the incident electric field amplitude, V
is the scattering volume, b indicates the acoustic and op-
tic bands, and gb(co) is the corresponding density of
states. The electron-vibration coupling is given by
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C. Neutron scattering

For a system of identical atoms of mass M, the one-
phonon incoherent neutron differential scattering cross
section is given by'

ca (meV)

90 301510 4 2 1 0
I I I I I

' I

-1.5

2
~jnc

dQ dc' b;„,exp — S, ( Q, co ),
0 B

(4)

where Q=k —ko is the momentum transfer (ko and k be-

ing the incident and scattered neutron wave vectors, re-
spectively), fico is the energy exchange, b;„, is the in-

coherent scattering length, and S,(Q, co) is the sym-
metrized scattering law. Using the reduced variables'

fi Q
2Mk~T

'
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FIG. 2. Time-of-flight neutron-scattering spectrum of
x =0.65 sample at 176 K.

the scattering law may be written as

2P sinh(P/2)

The generalized frequency distribution is defined as

S,(a,P)
P(a,P) =2P sinh(P/2) (6)

The standard procedure to obtain the density of states
g(co) consists of an extrapolation of the function P for a
(i.e., Q) tending to zero'

g(co) =2P sinh(P/2) lim
a~0

S,(a,P)
(7)

tl g
g~(co)= g e,

'
g, (co),o, , 'm;

where M is the average atomic mass and o. the average
atomic cross section. Such a quantity is as close as possi-
ble to an experimental determination of the true density
of states of a polyatornic system. In our case, as we shall
see, in the low-frequency range gz(co)~g(co), since in
such a range the dominant contribution is due to the
silver ions.

The experiment was performed on the inelastic time-
of-Aight spectrometer IN6 at the Institute Laue-Langevin
(Grenoble). The chosen wavelength for the incident
beam was 5.12 A (approximately 3.12 meV) and the in-

where the coherent contributions to the experimental
scattering law are eliminated by the extrapolation to zero
exchanged momentum. However, this procedure
neglects the rnultiphonon contribution to the scattering,
which in many cases may be important, especially at high
temperatures.

Things become much more complicated in the more
general case of a polyatomic formula unit, with n atoms
of species i, concentration c;, and scattering cross section
0 477b j jflg in the unit cel l. In this case we may define
a neutron-weighed density of states:

strurnental resolution was about 0.1 meV
(1 meV~11. 6 K~8.06 cm '). Due to its high absorp-
tion, the sample was put in the beam at an angle of 45',
this reduced the range of explorable exchanged rnomenta
to high values, but increased substantially the signal-to-
noise ratio on the high angle detectors. The data were
binned in 37 spectra, 16 of which gave reliable results.
The corresponding elastic Q-range explored was thus
1.304 to 2.046 A

Spectra were taken at three different temperatures
(176, 232, and 288 K) for each sample. In Fig. 2 we show
a typical time-of-flight spectrum of the x =0.65 sample at
176 K (in the following we shall use this sample and tem-
perature to illustrate our results). After the standard
calibration procedures by means of a Vanadium run, the
empty-can contribution was subtracted and the absolute
differential scattering cross section was determined. The
elastic contribution was then identified and subtracted us-

ing a program which found the best fit to the data up to

4-

O
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energy shift (meV)
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FIG. 3. Experimental P(a,p) (crosses) and best fit [solid line

(a)] using the dynamical model and iterative procedure de-
scribed in the text. Solid line (b) represents the calculated mul-

tiphonon contribution.
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30 havior of the diffusion coefficient and will scale with fre-
quency according to the law

gf (CO) Cd (9)
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FIG. 4. Experimental vibrational density of states.

III. VIBRATIONAL RAMAN SCATTERING
ON FRACTALS

In their original paper, ' Alexander and Orbach point
out the isomorphism between diffusion on a lattice and
vibrational dynamics. If the lattice is a fractal structure,
the scaling of the diffusion coefficient with distance
(characterized by the exponent 0) will lead to quasilocali-
zation of vibrational modes in the acoustic range. The
density of such modes ("fractons") reflects the scaling be-

an energy transfer of 2 meV. In principle, this allowed us
to explore the inelastic scattering down to 0.1 meV. At
this point the experimental P(a, p) was obtained (see Fig.
3 for an example). Finally, the experimental density of
states gz(co) was obtained using the following iterative
procedure, which was chosen because our sample is main-

ly a coherent scatterer. Given a user-defined number of
vibrational modes, characterized by 5 parameters each,
i.e., the scatterer mass, the frequency, the intensity, the
cutoff frequency, and the shape of the peak in the spec-
trum, the theoretical density of states was calculated.
From this, both the Debye-Wailer factor and the multi-
phonon contribution were estimated and used to evaluate
a model P(a, P) which was fitted to the experimental one.
The initial parameters were then varied until a satisfacto-
ry fit was achieved (see Fig. 3). At this point the pro-
cedure was inverted, and g(co) was obtained after sub-
traction of the multiphonon contribution.

In our dynamical modeling we used four vibrational
modes. We found that in order to be able to fit the low-
frequency region, we had to assume that silver atoms
alone were responsible for the lowest-frequency vibration.
For the other modes instead the average mass of the
borate glass formula unit was acceptable. In Fig. 4 we
show the final gz(co) ~g(co).

Finally, the linear portions of the double-logarithmic
plot of g(co} obtained for each sample and temperature
were interpolated with an interactive Minuit routine.

It is evident that in a real system such a law will have
upper (cof } and lower (coo) frequency cutoffs, respectively,
related to lower (If) and upper (lo) length cutoffs. ' On
the lowest length scale, that of the smallest interatomic
separation, the vibrational density of states is dominated
by optic modes, or in any case vibrations which are only
sensitive to very-short-range order. More interesting is
the upper length cutoff, which corresponds to the cross-
over from the anomalous fracton regime to the ordinary
Debye range. ' The detection of the corresponding cross-
over frequency cop thus allows the determination of the
spatial scale over which the system may be considered
fractal; furthermore, from the scaling of up with lp the
exponent 0 may be determined, as shown experimentally
by Fontana et al.

In the specific case of superionic borate glasses, the
fractal structure is supposed to be related to the distribu-
tion of AgI fourfold-coordinated units in the borate glass
matrix. This would indicate that the lower cutoff dis-
tance lf =a, where a is the Ag-I separation as determined
by extended x-ray-absorption fine structure (EXAFS).'

From the detection of the crossover frequency between
fracton and Debye behavior, the upper cutoff distance lp

0
was estimated to be in the range of 20 to 30 A. Thus, in
principle, three ranges may be identified in the vibration-
al density of states: at the lowest frequencies (in our case
up to =10 cm ') the Debye range where acoustic modes
are expected to dominate g(co), and hence

g(CO) =CO =CO (10)

where d=3 is the Euclidean dimensionality. The inter-
mediate range (10 co 20 cm ') is the crossover region,
which may also be characterized by the so-called "frac-
ton edge, "' or by an increase of bond-bending modes. '

The upper end of this range is marked by cop, after which
we find the anomalous fracton regime, where g(co) should
scale according to (9).

The possible existence of three separate ranges over a
relatively small frequency interval (=50 cm ') makes
their experimental identification particularly difficult and
somewhat ambiguous. More specifically, we refer to the
definition of the crossover range and to the upper fre-
quency cutoff of the fracton range. Thus the results we
shall present, and in particular the value of the fracton
dimensionality d, will be affected by an uncertainty which
is larger than the random error to be expected from the
quality of th& data.

Now let us consider a vibrational mode of a fractal sys-
tem; we may assume that this mode will be localized by
the disorder. In other words, the amplitude u(r) of the
mode y (with energy A'cur) at position r will decay ex-
ponentially with r. Alexander et al. (1985) made the hy-
pothesis that the wave function P (r ) which is propor-
tional to u (r }can be expressed by
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d/df~Qj"r (12)

—d /2
P (co,L)=l f expr r' 2 I„

. "r.
where l„ is the localization length at the frequency"r
co=cor, df is the fractal (=Hausdoril} dimension, L is

the spatial variable, 5 is the so-called superlocalization
exponent which determines different decay shapes; for
lack of better information on 5, in our work we make the
simplest assumption putting 5=1 [see also Duval et al.
(1987)].

Furthermore,
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The intensity of light scattering I(co } is proportional to
the square of the polarizability changes, which are pro-
portional to the displacement hx, „(t ) =b,x, ( t ) —b,xz ( t )

which, in turn, is proportional to VP(co, L). From Eqs.
(11)and (12}we have

8/d +d/2
Vs=co f exp( L /2l„) .—"r (13)

where Eq. (9) for the fracton density of states was used.
From Eq. (14) we deduce therefore that

Zd/d
C(co) =co (15)

Using the Fermi Golden rule we can calculate the tran-
sition probability per unit time W(cur, L ) for an electron
to change its state to another one whose energy differs
from that of the initial state by ~r because of the ex-

change of a fracton of the same energy localized about
position L. By summing over all the possible fracton
modes and by normalizing, we obtain for the light
scattering intensity due to a Stokes process

I(co) =co [n(co, T)+1], (14)

FIG. 5. (a) Reduced Raman intensity of x =0.65 sample; (b)

Double logarithmic plot of I& (~).

contribute to the density of states could we fit reasonably
well the experimental P(a, P) (Fig. 3). This result, cou-
pled to previous Raman data, confirms that at low fre-
quencies the major contribution to the spectra is due to
the motion of the silver atoms, and more specifically
those belonging to the AgI tetrahedra.

With this in mind, let us consider the behavior of the
experimental density of states. In Fig. 6 we show a
double-logarithmic plot of g(co) versus co, again for the
x =0.65 sample at 176 K. In the figure, the three spec-
tral ranges discussed in the preceding paragraph are
marked. The solid lines are the best fit to the identifiable
linear portions using least-squares routines. In Fig. 7 we
show these specific spectral ranges in detail. The analysis
was performed on all samples and temperatures, and the
results for the slopes of the linear portions are summa-
rized in Table I.

The Debye range is clearly identified by the exponent
values close to 2, obtained for all samples. The errors

Fontana et al. (1987} used scaling from (15) with

df =d, since they assumed the coexistence of finite clus-
ters of AgI coordinated groups with the infinite cluster.
However, up to now no direct experimental evidence was
available to confirm such hypotheses and calculations.
By taking the ratio of IR (co) obtained by Raman spectros-

copy to g(co) determined by inelastic neutron scattering,
the coupling function may be determined directly in the
frequency range of interest here.

IV. RESULTS AND DISCUSSION
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A. The density of states

The Raman data confirm our previously reported re-
sults. " For instance, in Fig. 5(a) we show the reduced Ra-
man intensity for the x =0.65 sample at 176 K. As stat-
ed, this is the experimental quantity which we use to
determine the coupling C(co). In Fig. 5(b) we show the
double logarithmic plot of I„(co) versus co; we note the
clear evidence of the crossover between the Debye and
the fracton range, as already shown in Ref. 4.

Corning now to neutron scattering, we first remark that
only by assuming that at low frequencies only silver ions

$0

10
O.f

energy shift (meV)
$0

FIG. 6. Double-logarithmic plot of g(co) for the x=0.65
sample at 176 K.
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TABLE I. Values of scaling exponents of the density of states
in the Debye (upper number) and fracton (lower number)
ranges.

176 K

x =0.40

1.66+0.08
0.28+0.03

x =0.55

1.67+0.08
0.49+0.03

x =0.65

1.74+0.08
0.27+0.03

232 K 1.68+0.08
0.50+0.03

1.66+0.08
0.32+0.03

1.65+0.08
0.16+0.03

288 K 1.64+0. 18
0.64+0.04

1.72~0. 18
0.50+0.03

1.70+0. 18
0.25+0.03

frequency shift ( cm ')
2 4

taj

10 I

0.2 0.4 0.6
energy shift (meV)

0.8

23
frequency shift (cm')

30 40

26-
Cl

E
'O

—24-
8
CA

quoted in Table I are those of the least-squares routine;
the real error, however, is expected to be larger, probably
by as much as a factor of 3. This is due to the complex
procedure necessary to obtain g(co). We also note that

there is a systematic deviation from the Debye line of the
lowest-frequency points, particularly at high tempera-
ture. Although our procedure parametrizes and sub-
tracts the elastic and quasielastic portion of the scattered
intensity, it is clear that a small error in such subtraction
could yield large deviations in the observed g(co). Such
an error would be expected to decrease as temperature
decreases, and in fact the deviation is much smaller in the
data at 176 K. By such considerations we might justify
the small but seemingly systematic deviation of the
Debye exponent from the theoretical value of 2. Howev-
er, at this point we may recall the similar result obtained
for the Debye range in amourphous silica by Buchenau
et al. ,

' which was interpreted as due to the coexistence
of localized modes with the ordinary acoustic waves. It
would be entirely reasonable that this could be the case
for our samples also. Thus we feel justified in assigning
the first linear range to the Debye part of g(co). Let us
also note that this zone extends up to =8 cm ' (1 meV)
for all samples studied and for all temperatures. This in-

dependence on sample and temperature confirms the
identification of the Debye range, which should not be
too sensitive to variations in the details of the local order-
ing.

The other linear range in g(cu) identifies the anomalous
fracton regime, above the fracton edge which itself ter-
minates at the crossover frequency coo. In this range the
noise level is much higher and therefore the errors both
in the exponent and in the identification of the range it-
self are larger. In analyzing the data in this region, two
independent procedures were followed. The first, more
automatic, let the linear portion be selected by the Minuit
fitting routine, using its confidence and correlation pa-
rameters as indicators of the best straight line. The re-
sulting values of the exponents and the errors quoted in
Table I refer to this procedure. The other method con-
sisted of choosing what would appear to be a good frac-
ton range by inspection, and then using the least-square
routine to obtain the exponent values. We found to our
satisfaction that both approaches yielded remarkably
similar results, thus removing some of the obvious ambi-
guity in trying to identify and fit a power law to the frac-
tion region. As expected, the fracton exponents are
affected by a larger relative error than the Debye ex-
ponents. Also as expected, however, this error seems to
be less systematic in character. Thus we tend not to as-
sign much significance to the different values of the ex-
ponents we found for different samples and temperatures,
and therefore quote an average value of 0.4+0. 1 for the
fracton exponent. This would correspond to a fracton
dimensionality of d =1.4, in good agreement with the
value predicted for a three-dimensional percolation net-
work. '

22-
3 4

energy shift (meV)

FIG. 7. Linear portion of the data of Fig. 6 in expanded
scale: (a) Debye range; (b} fracton range. The solid line is a
least-squares best fit.

B. The coupling function

In Fig. 8 we show the ratio Iz (co) Ig(co) which, accord-
ing to the previous discussion, should approximate well
the functional dependence of C(co), especially in the low-
frequency range. Confining now our analysis to this re-
gion, we first note that C(co) tends to a constant value at
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FIG. 9. Double-logarithmic plot of C(~).

very low frequencies. The final rise for co~0 is connect-
ed with the quasielastic part of Raman scattering, as
shown by its sharp increase with increasing temperature.
At 80 K, C(co) is practically flat down to the lowest fre-
quency probed by our experiments. This is shown more
clearly in the double-logarithmic plot of Fig. 9. It is im-
portant to note that C(co)=const in the Debye range,
where instead a parabolic dependence on co is expected.
Here we might remark that on a linear scale C(to) might
look similar to a parabola; however, this is not so, as
shown in Fig. 9. At this time it would be premature to
try and give a quantitative interpretation of such behav-
ior. We feel that the constancy of C(co) at very low fre-
quencies should be confirmed by further, more precise
measurements in this difficult range. With this in mind,
however, we feel that the deviation of C(co) from the ex-
pected co behavior may indicate localization in the elec-
tronic states (let us not forget that Raman scattering is
connected to local fluctuations of atomic or molecular
polarizability) due to the locally disordered structure of
dissolved AgI.

The other interesting feature of C(to) is its scaling be-
havior in the fracton range, as shown by the linear fit
(solid line in Fig. 9). To our knowledge this is the first ex-
perimental evidence of such behavior. The scaling ex-
ponent is independent of temperature and sample, and its
average value is =0.84. Using Eq. (15) and the value
d =1.4 obtained from g(to), we would predict 0.9, which
is satisfyingly close to the directly measured value. Thus
our data confirm rather well the validity of the assump-
tions and calculations leading to scaling law (15) for the
electron-vibration coupling function in a microscopic
fractal.

V. CONCLUSIONS

AgI-doped silver borate glasses have turned out to be
interesting not only for their superionic transport proper-
ties but also as sample systems to study the dynamical
consequences of fractality over length scales of the order
of tens of angstroms. Although it is true that the fractali-
ty of a system may not be proved by dynamics alone, we
feel that the values of the scaling exponents we have ob-
tained and their internal consistency are strong experi-
mental evidence in favor of dynamic fractality in the
silver borate system. This evidence is further
strengthened by the anomalous temperature dependence
of the specific heat ' and by recent neutron-diffraction ex-
periments. An interesting open question (apart from a
more precise determination of the Ag local environment
by EXAFS and diffraction experiments) is whether frac-
tality persists at low silver iodide concentrations. Al-
though the previous Raman data seemed to imply that it
did not, the neutron-scattering data presented here show
dynamical fractality for the x =0.4 sample also. Thus a
more careful study of this system on the low concentra-
tion side of AgI content would be quite useful, not only
to address the problem of dynamics versus structural
fractality, but also to investigate whether at least some
kind of fractality might not be a general property of the
glassy state.
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