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The linear muffin-tin-orbital (LMTO) band-structure method in conjunction with the local-
density-functional method is used to study the electronic and total-energy properties of the (110) in-

version domain boundary (IDB) in SiC. This type of boundary occurs frequently in compound
semiconductors epitaxially grown on a stepped (001) surface of an elemental semiconductor. Fully
self-consistent calculations are presented for a ten-layer superlattice model both for the unrelaxed
structure and for a simple bond-rotation —bond-length relaxation model. Calculations for larger su-

perlattices (up to 18 layers) are performed using a restricted self-consistency method which is shown
to be in good agreement with the full calculation for the small superlattice. These latter calcula-
tions allow us to assess the convergence with cell size and prove helpful in the analysis of the energy
of formation. As a result of electrostatic repulsion, a high energy of formation is obtained even
when structural relaxation is taken into account. Several interface localized bands are obtained and
remain present even after bond-length relaxation. They can qualitatively be interpreted in terms of
the formation of Si—Si and C—C bonds near the interface. The p-like Si—Si bond related features
lie above the SiC valence-band maximum in the semiconducting band gap. With relaxation we even
find these states to be pushed up into the conduction band, leading to a semimetallic state and the
formation of a two-dimensional electron gas near the IDB. The band-bending effects which can re-
sult from local pinning of the Fermi level near the IDB would significantly affect the electrical
transport.

I. INTRODUCTION

Recently there has been increasing interest in SiC as an
electronic material. ' Important progress has been made
toward the goal of growing high-quality cubic (or p-) SiC
films on various substrates. ' The first successful appli-
cation of the chemical vapor deposition (CVD) process to
p-SiC growth was achieved by Nishino et al. on a Si sub-
strate. Nevertheless, typical SiC films grown on Si show
a large amount of defects such as stacking faults, twins,
and inversion domain boundaries (IDB), often called anti-
phase boundaries (APB). An IDB is an interface between
two domains of a nonholosymmetric crystal (here the
sphalerite structure) which correspond to each other by
an exchange of the two atom types which ~ould be relat-
ed by an inversion symmetry in the corresponding
holosymmetric crystal structure (here the diamond struc-
ture). IDB's in SiC have been identified by means of
convergent-beam electron diffraction by Pirouz et al.
These authors proposed that their occurrence is related
to monatomic steps on the Si(001) substrate. This prob-
lem has been recognized before for other compound semi-
conductors such as GaAs grown epitaxially on Si(001). It
was shown that growing on a vicinal surface a few de-
grees off (001) which favors diatomic steps inhibits the
formation of IDB's in both GaAs (Ref. 10) and SiC. "
However, for SiC on Si, the lattice mismatch is much
larger (-20%). The resulting "vertical" misfit at steps
leads to interface dislocations as shown elsewhere' and
the latter are expected to produce a strain energy four
times larger for double steps than for single steps.

The frequent occurrence of the IDB's in epitaxially

grown SiC and other compound semiconductors on
Si(001) substrates, and the fact that these defects are a
very special type of domain boundary, makes them ob-
jects of considerable interest. The crystal structure near
the IDB is probably much less perturbed than near most
grain boundaries. Nevertheless, the chemical effect of in-
terchanging atomic species is strong and thus significant
perturbation of the local electronic structure (e.g., the
possible introduction of localized interface states) is ex-
pected. The study of IDB's is thus in some sense comple-
mentary to that of grain boundaries where the perturba-
tion is mostly structural. It is also of interest to compare
the IDB with bulk antisite defects, which are point rather
than planar defects corresponding to interchange of
atomic species. The possible occurrence of interface lo-
calized states would have important consequences for the
electrical transport as they could locally affect the posi-
tion of the Fermi level with respect to the band edges and
thereby induce band bendings. Finally, antiphase boun-
daries in intermetallic compounds may play an important
role in embrittlement and it seems interesting to consider
the corresponding behavior associated with IDB's in
semiconductor compounds. As we will see, we expect
IDB's in semiconductors to be regions of weak adhesion.

In this paper, we present results of electronic-structure
calculations of the (110) IDB in cubic SiC. The (110)
crystallographic plane was chosen because it is a symme-
try plane of the sphalerite structure. Thus one can con-
struct a supercell with two equivalent boundaries and
determine the energy of the defect unambiguously. For
other crystallographic planes which are not symmetry
planes of the crystal only the sum of the energies of for-
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mation of two inequivalent boundaries can be determined
straightforwardly by means of the supercell technique.
Additional calculations would be required to separate the
contributions of each boundary. In this connection we
note that the supercell is for practical purposes restricted
to correspond to stoichiometric SiC. It is possible, of
course, to construct a supercell in the [001] direction
with, for example, two equivalent C-C interfaces. But in
that case there would be extra layers of C and one could
not meaningfully subtract the energy of pure SiC in order
to obtain the energy of formation. Instead, one should
then subtract the energy of SiC plus an appropriate num-
ber of C atoms in some thermodynamic reference state
such as a graphitic C reservoir. The ambiguity in choos-
ing the reservoir is an undesirable complication. The
(110) plane has the additional advantage of being a non-
polar plane which simplifies the interpretation of the elec-
trostatics. The (110}IDB, which involves both C—C and
Si—Si bonds, is more representative of a general IDB
than a (111) IDB, which would only involve one type of
bond. In fact, IDB's are found to meander randomly
along different crystallographic planes throughout the
film. ' In the interpretation of electron micrographs,
this helps to distinguish them from stacking faults, since
the latter only occur along (111) planes. The structural
models and our calculational method are discussed in
Secs. II and III. Total-energy results are presented in
Sec. IV and electronic properties are discussed in Sec. V.
Section VI summarizes the conclusions of this work,

II. STRUCTURAL MODELS

As already mentioned in the introduction, an IDB in
SiC is an interface between two domains in which the Si
atoms and C atoms have been interchanged. Any crystal-
lographic plane can, in principle, separate the two
domains. In the case of the (110) nonpolar plane, both a
C—C and a Si—Si bond occur across the interface. Fig-
ure 1 illustrates the ideal unrelaxed structure. In princi-
ple the unit cell extends to +00 along the z direction
parallel to [110]. In practice the bicrystal is modeled by
means of a superlattice with the IDB periodically repeat-
ed every n layers. We denote these superlattices as
(SiC)„/(CSi}„andhave used cells with n =5,7, 9.

It is obvious that the Si—Si and C—C bonds at the in-
terface in the ideal structure where they have the Si—C
bond length (1.89 A) are heavily stressed. Evidence for
local bond relaxation can be obtained from electron mi-

croscopy observations' since the displacements of the
domains with respect to each other gives rise to fringes in
the electron micrographs. The fringe spacing and the
number of fringes varies with the crystallographic plane.
For a (111}IDB only one type of bond, Si—Si or C—C,
would occur. In that case, the local bond length can be
adjusted simply by a uniform translation of one grain
with respect to the other normal to the interface plane.
For the (110) IDB, on the other hand, a periodic buckling
type of relaxation is expected with stretching of the Si-
Si and compression of the C—C bonds. This will lead to
some distortion of neighboring bond angles. We have not
performed a systematic search of the lowest-minimum-

energy configuration. Instead, as a first step, we consider
a simple relaxation model in which the Si—Si and C—C
bonds are restored to the natural sp bond lengths occur-
ring in the diamond structure (2.35 A for Si and 1.55 A
for C} while maintaining the Si—C bond lengths un-

changed. This seems a reasonable assumption because
the tetrahedral coordination is maintained in SiC. Also,
it is well known from simple valence force field mod-
els' ' that bond-angle distortions are much less unfavor-
able than bond-length distortions. The desired
configuration can be achieved by rotating the neighboring
Si—C bonds as illustrated in Fig. 2. The angle of rota-
tion indicated in Fig. 2 corresponds to y=7' for the Si-
Si bond-length restoring rotation and q'=6' for the C—C
bond-length restoring rotation. We note that with this
configuration the Si—C bondlengths in the interface lay-
ers are very nearly unchanged. Of course, the C—C and
Si—Si bonds at the interface are not strictly equivalent to
the corresponding bonds in the diamond structure be-
cause of the perturbing inhuence of the neighboring Si-
C bonds. Nevertheless, this simple model is expected to
be sufficiently accurate to obtain some qualitative con-
clusions on the relaxation effects. Further work to inves-
tigate the structural relaxation is presently under way.

III. CALCULATION METHOD

We use Andersen's linear muffin-tin-orbital (LMTO)
method in the atomic-sphere approximation (ASA) (Ref.
16) for this study. In conjunction with the Hohenberg-
Kohn-Sham local-density-functional (LDF) theory, ' this

V
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FIG. 1. Unrelaxed structure of the (110) inversion domain
boundary in the sphalerite structure.

FIG. 2. Bond-rotation bond-length relaxation model. The
small open circles denote C atoms, the shaded circles denote Si
in the unrelaxed positions, and the solid circles denote Si in the
relaxed positions. The relaxed positions are found by rotating
the Si—C as indicated until the Si-Si distance of bulk diamond
Si is obtained.
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method is capable of providing reliable total energies for
a wide variety of materials including semiconductors.
The ASA is known to have some problems with distorted
structures such as frozen phonons and shear distortions.
Although this may raise some doubt about the ASA's ap-
plicability to the relaxed structural model, we will see
that the results obtained are in good agreement with a
simple valence force field model. Further, the fact that
we are here not dealing with subtle energy differences but
rather with strong chemical effects gives us confidence in
the applicability of this approximation for this problem.
As far as the unrelaxed structure is concerned, ample ex-
perience with similar calculations for bulk semiconduc-
tors and heterojunctions has shown the adequacy of the
ASA. ' In order to minimize systematic errors in the
calculation of the energy of formation of the defect, the
total energy of perfect SiC was calculated for the same-
size supercell as used for the defect and in precisely the
same manner. As usual, empty spheres were introduced
at the tetrahedral interstitial sites. Fully self-consistent
calculations were carried out for the n =5 superlattice
both in the unrelaxed and relaxed structure.

In order to study the convergence with cell size and for
further analysis of the total-energy contributions we have
used a "restricted self-consistency" scheme, called the
self consistent -dipole profile (SCDP) approach, used previ-
ously for the study of band offsets, ' ' dielectric response
in semiconductors, ' and energetics of SiC/A1N inter-
faces. In the SCDP approach one focuses on the most
important degrees of freedom of a layered system: the
layer-by-layer variation of the potential. The potential
well in each Wigner-Seitz sphere is taken to be the same
as in the bulk material except for a constant shift per lay-
er. This constitutes the frozen shape appr-oximation. Be-
cause of the variational property of the total energy as a
function of the potential, this restricted variational free-
dom approach is suSciently accurate for many purposes.
The main advantage of this approach, in addition to re-
ducing the computation time by an order of magnitude, is
that it leads to a simplified and meaningful expression for
the difference in total energy between the system with the
defect and the corresponding perfect solid. As we will
discuss the various contributions to the total-energy
difference in analyzing the results, we give here the neces-
sary details, not presented in our previous discussions of
the SCDP approach. The total-energy difference can be
shown to consist of three contributions:

1 0
tot tot Etot

band+ ~EMadelun +~E

The first contribution

1 0

bE~,„~=g f N„'(E)(e—b„)de—f N„(E)edE (3)
R

is the change in the sum of one-electron eigenvalues mea-
sured on the local scale set by the potential shift hR on
each sphere. It will be called the band-structure term. It
refiects changes in the electronic bonding. Here, NR(c. ) is
the local density of states on site R, cF is the Fermi ener-

1 1

qRq—lX X
Roa' (~R ~

(4)

is the change in Madelung energy, i.e., the electrostatic
energy of the point charges associated with each sphere
in the ASA. The latter is defined as

qR= nR r r —ZR
R
KF

NRC, C
—ZR~

where nR(r) is the spherically averaged electron charge
density inside the sphere at site R and ZR is the nuclear
charge at that site. Throughout this paper, we use atom-
ic units (e =Pi=I = 1), in which the unit of energy is the
hartree (1 hartree =27.2116 eV). Note that the Madelung
term has to be calculated with the charges of the defect
system both for the defect system and for the original
perfect system. This may seem somewhat strange but is
simply a result of rearranging various Madelung terms in
the total-energy-difference expression. In addition, it
leads to a simple expression for the Madelung term in the
third contribution, shown below. The third contribution

bE' '=
—,
' g f f bn&(r)u(r, r')bn&(r')d r d r'

R 'R

(6)

consists of various second-order terms: intra-atomic and
interatomic. They correspond to the change in charge
density in each sphere. The interatomic, or Madelung,
contributions to these terms is calculated with the
changes in each point charge. This second-order
Madelung contribution appears as a result of the re-
arrangement of Madelung terms referred to above. The
intra-atomic term is basically the self-energy of the
change in charge density inside each sphere and the in-
teraction contains a Hartree and an exchange-correlation
part:

u(r, r') = ~r r'~ '+5(r ——r')Bp„,[n (r)]/Bn .

In practice, the latter is small and may be neglected, al-

gy, and the superscripts and subscripts 1 and 0 refer to
the defective and perfect system, respectively. The shifts
hR constitute the variational degrees of freedom of the
system. One may use a single average shift per layer or
different shifts for each atomic sphere. The former corre-
sponds to the SCDP model used here. In this case, the
electrostatics become one-dimensional and the number of
parameters is small, which simplifies their self-consistent
calculation significantly. Self-consistent determination of
the shifts corresponds to an approximate minimization of
the ASA total-energy functional with respect to these
shifts. The second term

1 1

qR, qR
hE

R& R'(~R ) 1 1
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though it is not especially djScult to evaluate. Moreover,
since hE' ' itself is small (it turns out to be only about
10% of b,E„,), it is justifiable to further simplify it. This
can be done by replacing b, n (r) inside the sphere by its
volume average over the sphere. This leads to the very
simple estimate

for the intra-atomic second-order contribution of site R.
Note that in this approximation, only the changes in total
charge per sphere are used. The b,n(r) functions are not
needed, which means a significant simplification of the
computer codes. This additional approximation was used
in the calculations reported here.

A very attractive feature of this "frozen-potential" for-
malism is that it resembles the total-energy-difference ex-
pression used in tight-binding calculations. ' In fact,
the total-energy difference is basically expressed as a
change in the sum of the occupied one-electron eigenval-
ues plus some repulsive terms. The self-consistency treat-
ment is also similar to a tight-binding treatment where
only diagonal terms of the Hamiltonian are adjusted to
reflect charge transfer. The above equations are only val-
id assuming the sphere sizes do not change, i.e., assuming
volume conservative changes. The formalism applies
both to structural changes (displacing atoms) and chemi-
cal changes (interchanging atoms on a given structure).
However, the errors made due to the overlap of the
spheres in the ASA may become unacceptably large for
certain structural changes. The method is thus mostly
suited for chemical changes such as alloy energy of for-
mation, superlattice energy of formation, or the present
IDB problem, since in these cases the ASA-induced er-
rors largely cancel.

IV. TOTAL-ENERGY RESULTS

We first present some results obtained for pure cubic
SiC in order to gauge the accuracy of the LMTO-ASA
calculation method for this material. The equilibrium
lattice constant was calculated to be 4.31 A [expt. (Ref.
25) 4.36 A], the bulk modulus was calculated to be 231
GPa [expt. (Ref. 25) 224 GPa], and the cohesive energy,
including zero-point motion correction of 0.105 eV/cell
and spin-polarization corrections for the atoms of 0.64
eV/atom for Si and 1.16 eV/atom for C, was calculated
to be 7.15 eV/atom [expt. (Ref. 26) 6.34 eV/atom]. The
overestimate of the cohesive energy is a well-known
failure of the local-density approximation (LDA). Our
slight underestimate of the lattice constant is mostly due

to the neglect of the so-called combined correction
term.

Next, we consider the energy of formation of the IDB
calculated by subtracting the total energies of the same-
size supercells with and without the IDB. Note that two
IDB's occur per supercell. Table I shows the energy of
formation of the unrelaxed and relaxed IDB obtained
from the fully self-consistent ASA calculation for the
n =5 supercell. The energy of formation of the unre-
laxed IDB for the superlattices n =5,7,9 and the various
contributions obtained within the SCDP approach are
also shown. Excellent agreement is obtained between the
more approximate SCDP calculation and the ASA calcu-
lation. The SCDP gives a slightly higher value, as ex-
pected, because of the limited variational freedom. The
SCDP calculations for larger cells show that the results
for the n =5 cell is converged regarding cell size to
within 0.1 eV.

The Madelung contribution may be seen to converge
most slowly. The fact that the net layer charges on the
central layers of the cell are truly negligible in the 9+9
cell —see Fig. 5 below —suggests that convergence has
been reached. However, we emphasize that the
Madelung energy here involves the charge distribution
per atom, not just the average per layer. To some extent,
the rather slow convergence of the Madelung energy in
Table I could be due to the fact that only the layer aver-
age has been made self-consistent in the SCDP approach.

Table I shows that the electrostatic contribution to this
energy is very important. This is easy to understand if
one realizes that SiC is actually quite ionic because of the
deep-lying C valence orbitals. On the recently proposed
tight-binding LMTO polarity scale, ' ' it has a polarity
of 0.473, compared e.g., to 0.404 for GaAs. As this po-
laricty scale is based on the partial wave components of
the wave function within the spheres, the fairly large ion-
icity of SiC is related to the choice of equal sphere radii
for C and Si. Conventionally, a smaller atomic radius is
associated with the C atom than with the Si atom and
thus less charge is associated with the C atom, which
leads to a somewhat lower ionicity. On the well-known
Phjlljps jonjcjty scale, ' SjC has an jonjcjty of 0.177
compared to 0.310 for GaAs. The difFerence in the static
(9.72) and dynamic (6.52) dielectric constants, however,
also supports a rather large ionicity, in agreement with
our polarity scale. Although the value of the ionicity (or
polarity) is thus somewhat ambiguous, a certain degree of
ionicity of the bonding is clearly present. The arrange-
ment with opposing equal charges at the IDB is energeti-
cally very unfavorable. The band-structure contribution,

TABLE I. Interface energy of formation of
eV/interface —unit-cell-area.

the (110) inversion domain boundary in SiC in

EEb,„d ~EMadelung dE(

Unrelaxed
SCDP

AE„,

Relaxed
ASA
AEt,

2.142
2.140
2.140

3.236
3.200
3.185

0.724
0.717
0.716

6.10
6.06
6.04

5.91 3.02
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however, is also substantial and will be discussed below in
connection with the electronic properties. In the unre-
laxed model, a small positive over-pressure of 12 GPA
was obtained compared to the perfect crystal, indicat-
ing that the system is not in equilibrium and has a ten-
dency to expand.

The effects of structural relaxation are considered next.
The n =5 superlattice and a fully self-consistent ASA
calculation was used for this purpose. The simple Si—C
bond rotation and Si—Si, C—C bond-length relaxation
model discussed in Sec. II was found to be energetically
favorable with respect to the unrelaxed structure by 2.89
eV per interface —unit-cell area (henceforth i.u.c.a). At
the same time the change in pressure with respect to the
perfect crystal became slightly negative (-3 GPa) indicat-
ing that we approached the equilibrium. Although we
cannot confirm with certainty that the relaxation model
investigated corresponds to the lowest-energy
configuration, the sizable reduction in energy indicates
that the model is at least a reasonable guess. Further
work on the atomic relaxations is in progress.

Our calculation for the relaxation energy is in excellent
agreement with a simple estimate based on Keating's
valence-force-field model. ' This is obtained by neglect-
ing the bond-angle distortion contributions to the energy
and using the bond-stretching force constants fitted to the
elastic constants of Si and C in the diamond structure
(48.50 N/m for Si and 129.33 N/m for C). ' We find that
relaxing the Si—Si and C—C bond from the Si—C bond
length (1.89 A) to the diamond Si—Si (2.35 A) and C—C
(1.55 A) bond lengths reduces the energy by 2.99 Jm
or 2.50 eV/i. u.c.a. Within this model, this is an upper
limit of what may be gained by relaxation of the bonds
because the latter will cost some bond-bending energy.

For the relaxed geometry we thus obtain 3.02
eV/i. u.c.a. as indicated in Table I. We point out that this
energy per unit-cell area corresponds to 3.6 J m . This
is huge compared to the energy of the other frequently
occurring planar defec'. in SiC, the stacking fault. The
latter is of the order 10 Jm . ' It thus may seem
surprising that IDB's nevertheless occur frequently.
This, however, is a consequence of the growth process on
stepped surfaces and the topological nature of this defect,
which cannot be eliminated by means of dislocations. As
already mentioned, their occurrence can be largely
prevented by growing on a vicinal surface of the Si sub-
strate slightly off axis of the (001) plane. The fact that
numerous stacking faults remain present in this case
while IDB's disappear almost completely is consistent
with the much lower energy of the former. However,
there are indications that also the occurrence of stacking
faults is related to the three-dimensional growth mode.

The high interfacial energy indicates that IDB's are
places of significantly weakened adhesion. The IDB in-
terface energy is comparable in magnitude to the surface
cleavage energy. Based on a simple bond-breaking argu-
ment, which we have previously shown to yield reason-
able values, the latter should be about one bond energy
or one quarter of the cohesive energy per bulk unit cell.
This would amount to 3.5+0.5 eV/surface-unit-cell —area
for SiC. Here we do not include the spin-polarization

correction or zero-point motion corrections but assume
the surface energy to be somewhat lowered by relaxation.
The adhesion energy 8' at an IDB is given by

8' =2y, —y;,
where y, is the surface cleavage energy and y, the
above-calculated interface energy. The adhesion energy
is then found to be of the order of 4.0+0.5 eV/i. u.c.a In
other words, the adhesion energy gained when joining
two surfaces in the normal way with Si—C bonding (i.e.,
2y, =7 eV) is reduced to about half its value when joining
them at an IDB, which has Si—Si and C—C bonds. The
weak adhesion at an IDB does not necessarily mean that
the latter would degrade the strength of the material as a
whole. To the contrary, the existence of weak interfaces
may lead to toughening of a brittle material because the
cracks can be stopped at interfaces instead of running
through the sample. The weak interfaces can thus
prevent failure of the system as a whole.

Finally, we mention that our energy of formation per
cell for the IDB is of the same order of magnitude as the
average energy of formation of antisite point defects.
The latter also involve either Si—Si bonds (for the Sic de-
fect) or C—C bonds for the Cs;. Nevertheless, the bond-
ing environment is quite different from that near the
IDB. It turns out that the Cs; defect has a much lower
formation energy (1.1 eV) than the Sic defect (7.3 eV).

V. Electronic Properties

In this section we present results for the interface band
structure, the charge distribution and potential profile,
and related electronic properties.

A. Layer projected densities of states

The layer projected densities of states for the relaxed
and unrelaxed superlattices are shown in Fig. 3. These
were obtained using the tetrahedron method with 48 k
points in the irreducible part of the supercell Brillouin
zone. To avoid unphysical spikes, the densities of states
were broadened with a Gaussian of 0.2-eV width. The
vertical lines in these figures indicate the band edges of
pure SiC near the two gaps and the Fermi levels. The
lower gap occurs between the mainly C 2s —like states and
the C 2p to Si bonding states. The higher gap is the se-
miconducting gap between the uppermost valence band
and the conduction band. The Fermi level for each sys-
tern corresponds to neutral IDB superlattices.

By comparing the interface layer (layer 1) with a refer-
ence calculation for pure SiC, the following interface-
induced features can be discerned. For the unrelaxed
model the lower band gains intensity in the low-energy
region below —11 eV and a peak splits off at the upper
end into the lower gap. This peak lies at about —9 eV.
The upper part of the valence band, which basically has a
lower peak around —7 eV and a higher peak between —3
and 0 eV with a shoulder at —4 eV, has all of its features
broadened. Some states tail into the lo~er band gap and
some tail into the upper band gap, in fact, completely
filling the latter. The neutral IDB superlattice effectively
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becomes a semimetal with the Fermi level pinned at the
bottom of the conduction band. Upon relaxation the per-
turbation of the density of states becomes even more pro-
nounced. The states tailing into the upper gap form a
separate peak, which is pushed up into the conduction
band where it forms a resonance. The Fermi level gets
pushed up further, residing in a region of low density of
states just above the resonance. Although the interface
localized features clearly decrease as one moves towards
the central layer, they are not at all negligible on the
latter. This indicates that superlattice effects, that is, in-
teractions between the two interfaces per supercell, are
significant.

B. Dispersion of interface states
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FIG. 3. Layer projected density and number of states func-
tions (PDOS and PNOS) for a 10-layer superlattice. (a) Ideal
structure; (b) relaxed model. The vertical lines indicate the
edges of the bands of pure SiC and the Fermi energy for a neu-
tral IDB.
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FIG. 4. Supercell band structure along high symmetry lines.
(a) Ideal structure; (b) relaxed model. The k points are de-
scribed in the text. The solid lines correspond to the edges of
the pure SiC band structure represented in the same superlattice
Brillouin zone. The Fermi level indicated corresponds to a neu-
tral IDB supercell.
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superlattice direction along which the dispersion is fairly
small, as expected. The band edges of the pure SiC band
structure when plotted along the same high-symmetry
lines are shown by solid lines. Note that the conduction-
band minimum at point Xf„,which is equivalent to the
point (m/a, m/a, 0), is folded onto the 1 point in any
(110) superlattice with an even number of layers.

The following interface features can be seen. Two
bands split off from the upper end of the lower valence
band and from the bottom of the upper valence band.
Also, two bands are pushed out from the upper band into
the higher band gap. In the case of the relaxed model,
the latter two are pushed into the conduction band. A
segment of a band above the valence-band edge (which is
nearly twofold degenerate) and two segments slightly
below the conduction-band edge are also evident. Since
their marginal location in the gap might well result from
a superlattice perturbation, we cannot with any degree of
certainty identify these states with the interface.

The occurrence of all the main interface features in
pairs of two is also a superlattice artifact arising from the
interaction between the interface localized states of the
two interfaces. The strongly k-dependent splitting of
these states varies between 0.0 and 1.0 eV. In a very
large supercell this splitting should go to zero leading to
twofold-degenerate interface bands. We have studied
large superlattices up to 18 layers by means of the SCDP
approach. For the 5+5 superlattice, the densities of
states obtained by means of this approach were practical-
ly indistinguishable from the previous fully self-consistent
ASA results. For larger superlattices, results similar to
those for the smaller one were obtained. The splitting of
the interface bands at a given k point was found to de-
crease with increasing superlattice size. The layer pro-
jected densities of states on the fifth layer away from the
interface were found to be practically negligible for ener-
gies in the gaps of SiC, suggesting bulk behavior. Never-
theless, the splitting was still not negligible, showing that
very large supercells would be necessary for an accurate
study of the isolated interface states. A Green's-function
method, which enables one to study a single interface
with truly semi-infinite boundary conditions, would clear-
ly be preferable for this purpose. The practical im-
plementation of this approach is still in development. In-
spection of the eigenstates at I confirms the interface lo-
calization of the aforementioned states. It shows that the
states right at the edge of the valence bands show locali-
zation and contribute to the peak near 0 eV in Fig. 3(a).
The considerable dispersion of the interface bands relates
to the broadness of the features in the densities of states.

C. Origin of the interface states

It is instructive to obtain an understanding of the ori-
gin of the above-noted modifications in the band struc-
ture. This we achieve through the use of a simple bond-
orbital model for semiconductors developed by Har-
rison. In this model sp hybrid orbitals are constructed
from atomic orbitals and the most prominent interaction
occurs between nearest-neighbor orbitals pointing toward

each other. This interaction, called V2 by Harrison, is
taken to be the universal function of distance d between
the orbitals V2= —3.22/d . Within this model, the in-
teraction corresponding to Si—Si, Si—C, or C—C bonds
is the same when the distance between the atoms is the
same (i.e., for the unrelaxed model). For the SiC bond-
length, V2= —7 eV. The energy levels of the hybrids
(e, +3e~ )/4 can be obtained from tabulated atomic ener-

gy levels (see Ref. 36), and the level for C is found to be
about 4 eV deeper than for Si. A simple calculation then
shows that when all bondlengths are taken to be that of
SiC the Si—Si bonding state lies about 2 eV higher than
the Si—C bond, which in turn lies about 2 eV higher than
the C—C bond. The same is true for the corresponding
antibonding states. The interactions between neighbor-
ing bonds broadens each of these levels into bands, and
the tetrahedral crystal field leads to a splitting into s-like
and p-like states. Despite the broadening and splitting,
the very simple model leads one to expect the Si—Si-
bond-related features to be pushed up and the C—C-
bond-related features to be pushed down in energy rela-
tive to the SiC features. This indeed corresponds to all
the changes in the spectra near the interface. The reason-
ing can be applied separately to the s-like states and to
the p-like states, i.e., to the lower and upper bands, re-
spectively. Purely Si or purely C-related features (from
the Si—Si and C—C bonds) are, of course, not observed
as the fairly strong interaction with the neighboring
bonds (Harrison's metallicity effect) admixes other atomic
character into the wave function for the bond. Also,
some interaction between the C—C antibonding state and
the Si—Si bonding state is conceivable, although these
bonds are separated by second-nearest-neighbor dis-
tances. Relatedly, the atom resolved partial densities of
states show essentially the same relative C and Si contri-
butions in the interface features as in the bulk SiC
features. The lower band is predominantly C related and
the states near the top of the valence band have about
equal C and Si contributions.

Upon relaxation of the bondlengths, one expects the
Si—Si interaction to decrease and the C—C interaction
to increase. This will push the Si—Si-bond-related
features further up in energy and the C—C-related
features further down in energy. These effects agree with
the observed changes in the spectra introduced by the re-
laxation. In particular, they are in accord with the fact
that the upper interface band gets pushed up further into
the conduction band.

Because of the opposite effects of the relaxation on
C—C and Si—Si bonds, the net contribution to the total-
energy difference is not obvious. It turns out that the re-
laxation increases the band-structure contribution to the
energy. On the other hand, it leads to a decrease in the
Madelung energy, which is larger than the positive
change in the band-structure energy. As noted in Sec.
IV, the total energy is lowered by about 3 eV. We wish
to reiterate that our relaxation model was only a plausible
surmise. While the significant lowering of the total ener-
gy lends support to the model, we cannot exclude further
reconstructions or relaxations.
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D. Discussion of the interface states

An important result of the calculation is that even after
relaxation of the bond lengths the interface states are still
present. It is interesing to note that Wang et al. find

that no defect states in the gap occur for bulk antisite de-
fects in SiC. Obviously, the two-dimensional nature and
the lower symmetry make the IDB very different from
the bulk antisite defects in spite of the fact that both in-

volve Si—Si and/or C—C bonds.
At present there are only limited experimental data

available on the IDB. Photoluminescence studies of SiC
(Ref. 37) grown epitaxially on Si(001) show broad
features, labeled as the G bands, which have been as-
cribed tentatively to extended defects. However, these
features occur at about 1.9 eV, whereas transitions be-
tween the lowest unoccupied states and the highest occu-
pied states near the neutral IDB are expected at much
lower energies according to our present calculation. Al-

lowing for some uncertainty in the position of the highest
occupied interface band we expect such transitions to
occur in the range 0.0—0.5 eV, i.e., well in the infrared re-
gion. Photoluminescence data in this energy range are
not available to the best of our knowledge. In ir absorp-
tion, these features could overlap with the vibrational
transitions but the latter are not expected to be present in

the photoluminescence spectra because of the low tem-
perature at which these experiments are carried out.

The most recent photoluminescence experiments in-

dicate that the G bands are still present for samples free
of IDB's and thus are presumably related to other de-
fects. In fact, these samples still show a considerable
amount of stacking faults and dislocations.

We hope that this work may inspire more detailed ex-
perimental investigations of IDB induced electronic
states. As indicated above, it would be interesting to look
for photoluminescence bands in the ir region and also it
would be worthwhile to study the photoluminescence as a
function of the doping of the sample. As the interface
states are occupied and cover almost the entire band
gaps, it might also be possible to pick up a signal from
them in photoemission studies of samples with a high
density of IDB's as compared to IDB free samples. The
density of IDB's in the sample could be effectively in-
creased by focusing on a thin region near the interface
with Si.

F. Charge distribution and potential profile

Also of considerable interest are the charge distribu-
tion and the associated electrostatic potential profile.
Figure 5 shows the layer-by-layer average charge distri-
bution and potential near the (110) IDB as obtained form

3.0

2. 0 .
SiC IDB-(110)

0. 0

-20 ~ 0

case, the center of gravity of these bands lies in the con-
duction band so that the system could remain semimetal-
lic even for larger superlattices. However, the interface
state wave function for an isolated IDB could spread out
further, thereby reducing the Coulomb repulsion and
presumably lowering the interface state. Thus, even in

the relaxed case, it is not clear whether or not the semi-
metallic nature near the interface would be maintained.

If the semimetallic state is found to occur even for a
single IDB, it still does not mean that the whole system
becomes a semimetal. Rather one should then consider
the IDB as a two-dimensional (semi)metallic system. In
fact, one can think of the system as a whole as two
Schottky barriers back-to-back with the Fermi level lo-
cally pinned just above the bottom of the conduction
band. In the rest of the semiconductor a band bending
would occur as dictated by the constancy of the Fermi
level throughout the system and the appropriate position
of the Fermi level in the bulk semiconductor far away
from the interface. The interface region would then cor-
respond to a two-dimensional electron gas similar to the
situation occurring in metal-oxide-semiconductor field-

effect transistors (MOSFET's) or in doped quantum-well

systems. As is well known, such a system has very intri-

guing properties such as the quantum Hall effect. It is

very interesting that such a two-dimensional electron gas
could possibly occur in a single material near a planar de-
fect. Unfortunately, IDB's usually are not confined to a
single crystallographic plane and occur usually in sam-

ples with a lot of other defects. Experimental verification
of this possibility would thus appear to be extremely
diScult.

E. Discussion of the semimetallic nature

The semimetallic nature of the IDB supercell deserves
some discussion. First of all, we call the system a sem-
imetal rather than a metal, because the metallicity is due
to a nearly filled valence band which is slightly overlap-
ping with the mostly empty conduction band. This situa-
tion is typical for a semimetal such as, e.g., Sn or Hg Te.

As is clear from Sec. VB, the artificial superlattice
splitting of the interface band contributes to the degree of
semimetallicity of the system. In the unrelaxed model,
the center of gravity of the two bands corresponding to a
single interface band for an isolated interface occurs
below the conduction-band edge and thus a larger super-
lattice would presumably not be metallic. For the relaxed

1.0 .
0

0. 0
C
CJ

-1.0 .¹
-2. 0 .

6
-40. 0

-60. 0 e
Le¹-80. 0

-3.0
5 4 3 2 1 1 2 3 4 5

Lager Number

-100.0

FIG. 5. Layer charge distribution and associated electrostat-
ic potential near the unrelaxed (110) inversion domain boundary
in SiC obtained from 18-layer supercell. Note: unit of charge
"me" stands for 10 electron.
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TABLE II. Charge distribution near IDB: the subscript
refers to the layer number starting at the interface, E and E'
refer to the two types of interstitial positions in bulk SiC, E has
four C nearest neighbors, and E' has four Si nearest neighbors.

Bulk Unrelaxed Relaxed

Si)
Ci

E)
layer 1

Si,
Cp
E
E'
layer 2
Si,
C3
E3
E3
layer 3

1.992
4.323
0.875
0.810
8.000
1.992
4.323
0.875
0.810
8.000
1.992
4.323
0.875
0.810
8.000

2.263
4.054
0.824
0.872

8.013
1.995
4.314
0.858
0.820

7.987
1.994
4.324
0.871
0.811

8.000

2.082
4.095
0.895
0.801

7.873
1.992
4.304
0.858
0.987

8.141
2.000
4.285
0.859
0.827

7.971

the n =9 cell with unrelaxed geometry. An accumula-
tion of electrons near the surface is apparent and leads to
a potential difference of 80 meV between the interface
and the "bulk" layers. The upwards shift of the potential
near the interface is consistent with the fact that the
highest valence-band states there are pushed up out of
the valence band. One may notice that the potential in
the n =9 cell used for this calculation converges to a con-
stant bulk value and that the bulklike layer has negligible
charge. This means that the cell is larger than the screen-
ing length required for establishing charge neutrality.
The layer charge profiles in the smaller cells are fairly
different and cannot be assumed to accurately represent
that of an isolated IDB. The potential shift between bulk
and interface layer is relatively small reflecting the small
layer average charge density and consequently does not
contribute significantly to the total energy. As pointed
out above, the electrostatic contribution to the total ener-
gy is essentially related to the repulsion of the like
charges near the interface.

From the charge distribution atom per atom given in
Table II, we see that an electron transfer of -0.2 e takes
place from the C to the Si atom in the first layer. This re-
sult is obtained both in the fully self-consistent calcula-
tions for the n =5 superlattice and the SCDP calcula-
tions. This is consistent with the formation of a Si—Si
bond at the expense of a Si—C bond. In the relaxed
geometry the increase in electronic charge on the Si is re-
duced (consistent with an upward movement of Si—Si
bonds) while the decrease in electronic charge on the C is
maintained. Thus the first layer actually becomes some-
what depleted of electronic charge while the next layer
away from the interface accumulates charge. As the re-
laxed geometry was only studied for a relatively small
cell, the magnitudes of these charge redistributions may
to some extent be affected by the interaction between the
neighboring IDB's in the superlattice.

G. Discussion of band bending

The potential profile in the superlattice unit cell dis-
cussed above must be clearly distinguished from a band-
bending effect. The latter relates to a much larger dis-
tance scale (typically a few tens to hundreds of nm). It
falls outside the scope of a first-principles band-structure
calculation, not only because of the macroscopic nature
of the problem but also because it is a finite temperature
effect. In the effort to relate the behavior in the two
length scales, we encounter a long-debated question in
analogous systems, metal-semiconductor contacts, and
semiconductor heterojunctions. The question is whether
or not localized interface states pin the Fermi level at a
certain position in the gap near the interface. If that
occurs, thermal equilibrium (manifested by the constancy
of the Fermi level) will generally lead to a band bending.

A thorough investigation of whether or not pinning
takes place would require a unified treatment of both the
short-range (local electronic charge distribution near the
boundary) and long-range (doping-dependent band bend-
ing) contributions to the electrostatic fields and their con-
tribution to the total energy of the system. This would be
a formidable problem for a realistic band-structure calcu-
lation. Such a unified treatment has, however, been car-
ried out by Mailhiot and Duke ' for interfaces between
jellium-modeled systems. For their simplified model,
they find that pinning does not occur for typical doping
of the semiconductors. However, when they introduce
states localized near the interface, in sufficient concen-
tration (~ 10' cm ), pinning is found. These authors
ascribe these localized states to atomic rearrangements,
chemical reactions, or other defects near the boundary,
but not to intrinsic states associated with a perfect inter-
face. We believe that our intrinsic interface states, which
apparently would not appear in their simplified model,
would exhibit essentially the same behavior as their ex-
trinsic states. The essential point is that both types of
states alter the interface charge density. Since for our
IDB there is one interface state per interface unit cell,
which corresponds to about 10' cm, we believe pin-
ning will indeed occur.

As we have discussed above, we expect this pinning of
the Fermi level to occur near the bottom of the conduc-
tion band. Due to the limitations in our relaxation model
and the small size of the superlattice, we cannot define
the pinning position very accurately. It may either occur
slightly below or slightly above the conduction-band
edge, the latter corresponding to a locally (semi)metallic
system. In any case, for an intrinsic semiconductor
where the Fermi level in the bulk falls near the middle of
the band gap, or a p-type semiconductor where the Fermi
level lies near the valence-band maximum, this situation
wi11 induce a downward band bending towards the inter-
face. The downward bending is opposite to the atomic
scale potential profile of Fig. 5, which was seen to go up
near the interface. This, however, is not a contradiction.
The latter reflects the microscopic electronic charge dis-
tribution related to the interface states. The band bend-
ing reflects the macroscopic equilibration of the electron-
ic chemical potential and is as such a finite temperature
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effect. The band bending has important consequences for
the electrical transport across the IDB. In particular, the
situation sketched above corresponds to a barrier for the
transport of holes.

VI. CONCLUSIONS

In this work we have investigated various aspects of
the electronic properties as well as the energetics of the
inversion domain boundary (IDB) along the (110)crystal-
lographic plane in SiC. The calculations used the
LMTO-ASA method in the supercell geometry. The ful-

ly self-consistent LMTO approach was employed for the
smallest cell studied (involving 10 layers). The more
efficient restricted self-consistency version of the LMTO
method that we successfully used in several previous
studies was utilized for cells containing 10, 14, and 18
layers. The studies of the larger cells allowed us to more
accurately obtain the electronic properties of an isolated
IDB. The simplified total-energy difference expressions
obtained in the frozen-potential approach were also used
to analyze various contributions to the total-energy
difference.

The main conclusions from the present work are as fol-
lows.

l. A high energy of formation of 5.91 eV/i. u.c.a is ob-
tained for the unrelaxed structure of the IDB. This large
energy is mainly a result of electrostatic repulsions in the
Si—Si and C—C bonds at the interface. Due to the
deep-lying valence levels of C, the Si and C atoms are cat-
ions and anions, respectively. It is clearly energetically
unfavorable to form cation-cation or anion-anion bonds.

2. Interface localized states with considerable disper-
sion occur in both gaps, leading to broad features in the
density of states. These remain present even after relaxa-
tion. They can qualitatively be interpreted in terms of a
simple bond orbital model which shows that Si—Si bond
related features are pushed up in energy and C—C bond
related features are pushed down. This leads to a
broadening of the various features in the density of states.

The interaction with neighboring Si—C bonds produces
interface states with mixed Si and C contributions. The
occupied interface states cause some accumulation of
electronic charge near the interface, which results in an
upward potential shift near the interface, consistent with
states being pushed out of the valence band. The charge
mainly accumulates on Si atoms, which is consistent with
the formation of Si—Si bonds.

3. Upon relaxation the highest interface band is
pushed up further and enters the conduction band lead-
ing to a semimetallic system. At the same time the accu-
mulation of charge on Si atoms near the interface is re-
duced. Competing trends in Si—Si and C—C bonds
upon relaxation result in a net upward shift of the band-
structure contribution which in turn is compensated by
electrostatic contributions to the total energy. The ener-

gy is effectively lowered by 2.89 eV/i. u.c.a leading to a
final energy of formation of 3.02 eV/i. u.c.a.

4. The semimetallic nature of the interface would lead
to the formation of a two-dimensional electron gas near
an IDB. The limited size of the superlattices investigated
and uncertainties in the atomic relaxation prevent us
from determining the Fermi level pinning position with
sufficient accuracy to confirm the semimetallic nature of
the interface with certainty. We can only confirm with
certainty that the Fermi level must be pinned in the vicin-
ity of the conduction-band minimum. This leads to a
downward band bending for an intrinsic or p-type sample
and thus has important consequences for hole transport
across the IDB.
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